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34.1 INTRODUCTION

A sea-level index point (SLIP) estimates relative sea level (RSL) at a specified time and place, with an associated uncertainty. In the preceding chapters, numerous examples have been provided detailing how to collect sea-level indicators from different geomorphic settings (Chapters 3–10) and the means to interpret them (Chapters 12–22). Various methods of dating SLIPs (Chapters 23–27) have been discussed, as well as how to use modeling to account for compaction or changes in tidal range (Chapters 29 and 30). In order to compare SLIPs collected by differing techniques, it is necessary to analyze their associated errors in an objective and uniform way. SLIPs that are represented as discrete, errorless data points in age/elevation space may lead to erroneous inferences of RSL fluctuations that often reflect inherent uncertainties in the underlying data. The usefulness of geological sea-level data increases significantly if they are subjected to a rigorous error analysis with well-quantified uncertainties. As a consequence, SLIPs have played a major role in the last decades in estimating future sea-level change by establishing long-term background rates of vertical land motion (e.g., Engelhart et al., 2009) and in refining glacial isostatic adjustment (GIA) models (e.g., Lambeck et al., 1998; Peltier et al., 2002; Milne et al., 2005; Vink et al., 2007).

The database approach is a method for analyzing large numbers of SLIPs with all data stored according to a well-defined error protocol. A sea-level database can elucidate regional variations in past RSL which are of interest to a wide range of topics such as ice-sheet dynamics, archeology, Earth rheology, and future sea-level change. Multiple approaches to database construction have been used worldwide (e.g., Flemming, 1982; Shennan and Horton, 2002; Toscano and Macintyre, 2003; Dutton and Lambeck, 2012; Engelhart and Horton, 2012; Yu et al., 2012), all with unique strategies and emphases. In this chapter we present a comprehensive protocol for analyzing and standardizing sea-level data, including a format for constructing a sea-level database that captures all the relevant variables. In particular, we build on the work initiated by the Durham University group in the 1980s (e.g., Shennan, 1989) that culminated in a comprehensive sea-level database for the UK (Shennan and Horton, 2002). The hallmark of the UK sea-level database is the evaluation in a systematic fashion of a large range of variables to produce SLIPs and limiting data points. Here we expand upon this approach, especially by quantifying dating errors and by incorporating both modern-day and paleotidal modeling. The overarching philosophy is to include as much of the original, “raw” data as possible, and to maximize caution in assigning errors. The latter implies that assigned errors are often larger than in previous analyses of similar data.

The database described here was developed within the framework of studies of RSL change since the Last Glacial Maximum (LGM) along the US Gulf and Atlantic coasts. However, the methods can be applied worldwide as they are suitable for a
variety of timescales, for both low- and high-resolution dating techniques, and for any type of sea-level indicator, provided that they are analyzed within the framework of the indicative meaning. We realize that some aspects of the protocol, in particular the paleotidal modeling, cannot (yet) be followed in all parts of the world and, for those cases, we offer alternatives. Also, several of the errors that we assign are standardized errors for use when insufficient information is available from the original source. If enough information exists from either publications or archives of researchers, such information always trumps the standardized errors. In order to maximize the usefulness of the protocol for researchers around the globe, the database is currently in an Excel spreadsheet format.

We continue this chapter with a brief review of the indicative meaning of sea-level indicators, along with an explanation of upper and lower limiting data. We describe the database structure, followed by a comprehensive discussion of error calculations. We illustrate our approach with RSL data from the US Gulf Coast by means of Tables 34.1–34.8 that contain 77 variables (columns) that are discussed in the following sections. An abbreviated version of the US Gulf Coast database is available from the NOAA Paleoclimate datasets (http://hurricane.ncdc.noaa.gov/pls/paleox/f?p=519:1:0:::P1_STUDY_ID:16361) with an expanded version in progress. We end the chapter with an example of a re-analyzed sea-level dataset and a call for the creation of a global sea-level database.

### 34.2 Sea-level data

#### 34.2.1 Sea-level index points and indicative meaning

The most fundamental elevation attribute in RSL reconstruction is the indicative meaning that describes where – with respect to tide levels – the sea-level indicator formed (Shennan, 1982; Van de Plassche, 1986). This relationship should be determined by detailed analysis of the indicator in modern environments. When the indicator is preserved, and with the assumption that this relationship did not change through time, the contemporary tide level can be reconstructed. Many types of indicators can be used with this method, allowing for direct comparison between sea-level data obtained from different environments (Fig. 34.1).

The indicative meaning consists of two parameters: the indicative range (IR) and the reference water level (RWL). The IR is the elevational range over which an indicator forms and the RWL is the midpoint of this range, expressed relative to the same datum as the elevation of the sampled indicator (geodetic datum or tide level). The RSL for a SLIP is then calculated from:

$$ RSL = E_s - RWL_s $$

(34.1)

where $E_s$ and $RWL_s$ are the elevation and reference water level of sample $s$, expressed relative to the same datum, and $RSL$ is relative to local sea level at the time of sampling. $E_s$ is commonly established by measuring the depth of a sample in a core (or outcrop) where the surface elevation was established using surveying methods or estimated
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(less precisely) from the environment in which the core was collected (e.g., high saltmarsh). For modern (surface) samples, RWL and $E_s$ are equal and hence modern RSL is zero for all locations. To illustrate these points, we provide an example:

Core X was recovered from a saltmarsh environment where mean high water (MHW) = 1 m above mean tide level (MTL) and the highest astronomical tide (HAT) = +2 m MTL. The surface elevation of +0.6 m MTL was established by leveling to a national geodetic survey benchmark. A high marsh Spartina patens rhizome was selected for dating 2.7 m below the surface, hence $E_s$ is –2.1 m MTL. The plant macrofossil suggests that the $^{14}$C-dated sample formed in a high-saltmarsh environment. The dated sample is assigned a RWL of the midpoint between MHW and HAT (+1.5 m MTL). Thus, RSL = –2.1 m minus 1.5 m = –3.6 m MTL.

34.2.2 Upper and lower limiting data points

Dated samples from freshwater as well as most estuarine and marine environments cannot be directly related to past tide levels, but they can be used as limiting data points (Shennan and Horton, 2002). Although freshwater samples generally form above the HAT, in some cases they may form within the upper part of the intertidal zone (e.g., Jelgersma, 1961; Van de Plassche, 1982; Shennan et al., 2000) and a conservative RWL of MTL is therefore preferred (Fig. 34.1) in most micro- and mesotidal environments. Under macrotidal conditions, it is unlikely that freshwater samples form close to MTL, and another RWL should be used. It is essential that freshwater samples are taken directly above or very close to an unconsolidated substrate and hence do not have significant compaction problems; otherwise, they should preferably not be used as upper limiting data.

Marine and estuarine organisms frequently have very uncertain vertical living ranges. Such organisms can therefore only be used as lower limiting data points. Ideally, these materials should be sampled in situ, but a problem is that many marine indicators have been collected offshore by grab samples or with coring techniques that do not allow for this. For open marine organisms this is less of a problem; if they are reworked, the elevational change is likely less than the typically wide living ranges. For organisms living within the intertidal zone or within close proximity to MTL, an ex situ occurrence is more problematic as they could have ended up above the contemporaneous MTL. Care is therefore required when using such samples, or samples for which it is not known whether they were obtained in situ or ex situ. For this reason, and also because the indicative meaning of the lower limiting data is not exactly known, we use a RWL for marine limiting data of MTL rather than lowest astronomical tide (LAT). However, there are several marine indicators where the RWL is sufficiently known to use them as SLIPs. This applies in particular to some coral species (e.g., Acropora palmata, Montastrea annularis) that have been widely used for sea-level reconstruction (Fig. 34.1 and Chapter 7).

34.3 DATABASE STRUCTURE AND PROTOCOL

34.3.1 “ID” information

The location of all data points (SLIPs, lower and upper limiting data) is described by means of a region, a location name, and latitude and longitude (Table 34.1, columns 1–4). Decimal degrees are preferred as this allows for easy plotting and
### Table 34.2. Structure of the sea-level database: sediments (variables that require interpretation have been shaded)

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Sampling method</th>
<th>Material dated</th>
<th>Dated facies</th>
<th>Paleoenvironmental analysis</th>
<th>Sample thickness (m)</th>
<th>Estimated sample thickness (m)</th>
<th>Corrected sample thickness (m)</th>
<th>Overburden facies</th>
<th>Underlying facies (nearest layer)</th>
<th>Depth to consolidated substrate (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lutcher V-1</td>
<td>Hand coring &gt;10 charcoal fragments</td>
<td>Humic clay</td>
<td>0.03</td>
<td>0.07</td>
<td>Silt and clay</td>
<td>Paleosol on Pleistocene deposit</td>
<td>10.25</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Piston core</td>
<td>Peat</td>
<td>Peat</td>
<td>0.18</td>
<td>0.46</td>
<td>Deltaic sediments</td>
<td>Deltaic sediments with peat layers</td>
<td>1.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vibrocoring</td>
<td>Sand</td>
<td>Swash-zone sediments</td>
<td>0.20</td>
<td>0.20</td>
<td>Beach sediments</td>
<td>Beach sediments</td>
<td>2.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>CB06-02-10.93</td>
<td>Rotary coring</td>
<td>Nuculana concentrica (articulated)</td>
<td>Dark gray mud</td>
<td>0.02</td>
<td>0.02</td>
<td>Open bay, dark gray mud</td>
<td>Dark gray mud</td>
<td>12.93</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 34.3. Structure of the sea-level database: elevation (DGPS: differential global positioning system; DEM: digital elevation model; NED: National elevation dataset (Gesch, 2007))

<table>
<thead>
<tr>
<th>Surveying method</th>
<th>Land/subaqueous elevation (m)</th>
<th>Depth top sample (m)</th>
<th>Depth base sample (m)</th>
<th>Depth midpointsample (m)</th>
<th>Reference level (m NAVD)</th>
<th>Elevation top sample (m NAVD)</th>
<th>Elevation base sample (m NAVD)</th>
<th>Elevation midpoint sample (m NAVD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total station; DGPS</td>
<td>2.00</td>
<td>10.25</td>
<td>10.28</td>
<td>10.27</td>
<td>NAVD 88</td>
<td>0.00</td>
<td>-8.25</td>
<td>-8.28</td>
</tr>
<tr>
<td>MHW mark</td>
<td>1.22</td>
<td>1.40</td>
<td>1.31</td>
<td>NAVD 88</td>
<td>MHW</td>
<td>0.29</td>
<td>-0.93</td>
<td>-1.12</td>
</tr>
<tr>
<td>DEM (NED 1/3)</td>
<td>0.20</td>
<td>2.00</td>
<td>NAVD 88</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read from cross-section</td>
<td>-2.0</td>
<td>10.93</td>
<td>MSL</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td>-12.80</td>
</tr>
</tbody>
</table>
usage in a wide range of models. The number of decimals is determined by the resolution as provided by the original data source: 4, 3, and 2 decimals indicate that a sampling site can be located within ~10 m, ~100 m, and ~1 km, respectively. Original formats are converted wherever necessary and, if the position is only shown on a map, this map is georeferenced in a GIS program to obtain the coordinates. The original coordinates, the reference(s), and the sample name are also listed (Table 34.1, columns 5–8). Multiple references are sometimes needed if the details of the data are distributed over multiple publications (e.g., a journal article and a PhD thesis). Although a commonly used criterion for a SLIP or limiting data point is that its location should be known to within 1 km (Shennan, 1989), depending on the application (e.g., continental-scale GIA modeling) a lesser accuracy may be acceptable at the discretion of the user. Throughout Tables 34.1–34.4 we have distinguished between fixed variables (i.e., variables that do not require any interpretation, such as laboratory codes) and unfixed variables that involve interpretation (highlighted by shading).

### 34.3.2 Sediments

The next section of the database contains the dated material, the sample thickness, the sampling method, the dated facies, as well as the facies underlying and overlying the sample. The dated facies (Table 34.2, column 12) is important for three reasons: (1) it is often used to assign an indicative meaning; (2) it can be used to check whether the indicator has been reworked (e.g., a wood fragment within an estuarine facies); and (3) it is used as a criterion whether or not to decompress the thickness of the sample (Section 34.3.3). The dating technique (Table 34.4, column 31) can also play a role in estimating sample thickness (Table 34.2, columns 14–16). When the thickness is unknown, it can sometimes be estimated using the listed thickness of other samples from the same study. Otherwise, a literature review by Hu (2010) can be used to estimate the average thickness for AMS and radiometrically \(^{14}C\) dated samples (0.1 and 0.5 m, respectively). For OSL dated samples we adopt an average value of 0.5 m.

The influence of compaction on sediments below a SLIP (including compaction of the sample itself) has long been recognized as a confounding factor in interpreting sea-level data (Jelgersma, 1961; Kaye and Barghoorn, 1964). As vertical displacement can be as much as several meters (Törnqvist et al., 2008; Horton and Shennan, 2009; Van Asselen et al., 2009), various models have been developed to correct for this (Chapter 30). However, corrections carry very large uncertainties that are hard to quantify. It is therefore not currently feasible to perform such corrections with a high degree of confidence. Instead, key stratigraphic information is documented where available, including the vertical distance of the base of the sample to the top of underlying compaction-free strata, the thickness of the overburden, and the nature of the underlying and overlying facies (Table 34.2, columns 17–20). These stratigraphic data within the database will possibly enable future quantitative corrections once more skillful compaction models become available. However, current understanding justifies estimating the compression of organic and mud-rich samples by increasing the sample thickness by a factor of 2.5 (following Van de Plassche et al., 2005; Van Asselen, 2011). It should be noted that Van de Plassche et al. (2005) also changed the elevation of the sample; here we only adjust sample thickness and use it as an error (see Section 34.4.2). This correction factor could be changed if new data become available or, again, at the discretion of the user. Samples taken at the land surface do not have to be decompressed. The depth to the consolidated substrate can also be used to subdivide the index points into basal and intercalated categories (not done in this chapter). This enables an initial assessment of the influence of compaction. Intercalated samples are derived from easily compressible organic sediment with clastic units above and below in the sedimentary column. Basal samples overlie a relatively incompressible substrate. The influence of sediment compaction for basal samples is therefore minor compared to index points from peat intercalated between thick Holocene clastic sediments (Jelgersma, 1961; Kaye and Barghoorn, 1964). Edwards (2006) and Horton et al. (2013) used linear regression of the residual between intercalated and basal index points to “decompact” the intercalated index points.

The availability of paleoenvironmental data (e.g., diatoms, foraminifera, pollen), if any, is also reported (Table 34.2, column 13). Over the past decade, \(\delta^{13}C\) values of \(^{14}C\) dated samples have increasingly been used to determine paleoenvironments...
34.3.3 Elevation

One of the most important attributes of a SLIP or a limiting data point is the elevation from which it was sampled, as well as the elevation of the RWL. The sources of error involved in obtaining these are often underappreciated, but it is crucial to account fully for them. In the ideal scenario the elevation of the sampled indicator is measured with high-precision leveling and tied to the nearest geodetic benchmark. This will give the smallest error, although the benchmark elevation error alone can be considerable (e.g., ~0.1 m for most of the US). In some cases however, published sea-level data lack precise elevation information or the data were related to sea level, a tidal datum, or vegetation zones at the time of sampling, leading to even larger errors that can only be assessed after careful analysis of the raw data. Samples taken offshore often have large elevation errors due to corrections for waves and tides and the errors associated with the instruments measuring water depths. The surveying method (Table 34.3, column 21) is therefore an essential piece of information, but frequently not described in journal articles. Depending on the surveying method used, an error is assigned (see Section 34.4.3); if the method remains unknown, a conservative error is introduced. Columns 22–25 in Table 34.3 describe the elevation of the land or subaqueous surface and the depth of the sample below this surface. The used reference level (Table 34.3, column 26) for elevation measurements varies widely (e.g., from local mean sea level or MSL to a geodetic datum). In Table 34.3, column 27 reference levels are converted – wherever necessary – to a geodetic datum (in this case, NAVD 88). One of the advantages of a geodetic/orthometric datum is that it remains constant for long periods of time and is therefore very suitable for archival purposes, whereas a tidal datum changes more frequently. To convert data that were related to tide levels we use the Vertical Datum (VDatum) Transformation tool of NOAA (2011; note that this tool is only valid for the US). With this information the elevation of the sample relative to a geodetic datum is calculated (Table 34.3, columns 28–30). In other places where similar tools are not available and where it is not possible to relate all data to a geodetic datum, the data should at least be related to the same tide level. The Admiralty Tide Tables produced by the United Kingdom Hydrographic Office (http://www.ukho.gov.uk/productsandservices/paperpublications/pages/nauticalpubs.aspx) provide tidal datums for all locations across the globe and are therefore very useful. It should be noted, however, that tidal ranges within estuaries and on saltmarshes are often substantially different from those on open coasts (see also Section 34.3.5).

34.3.4 Dating

The vast majority of published, post-LGM RSL data have been dated by means of 14C (Chapter 23), 210Pb, 137Cs (Chapter 24) or U–Th (Chapter 26). In recent years, optically stimulated luminescence (OSL) dating (Chapter 27) has become more common. The sea-level database reports the 2σ age errors, rounded to the nearest 10 for 14C and OSL dating (different rounding approaches may be more appropriate for other dating techniques). In the literature, OSL and U–Th ages are usually given with their 1σ analytical error so that value should be doubled. For 14C analysis, dating accuracy is at least as important as analytical precision and depends on the nature of the dated material, reservoir effects, and uncertainties associated with isotopic fractionation correction (below and Chapter 23).

The laboratory code (Table 34.4, column 32) provides critical information about where and when the sample was dated. In some cases this is crucial as different laboratories use different protocols. A good example is the correction of 14C ages for isotopic fractionation (based on δ13C measurements). This had become a standard procedure at most laboratories by the late 1970s (Stuiver and Polach, 1977), but some laboratories have only applied this correction since the mid-1980s. With the laboratory code it can be verified with the laboratories, in principle, whether or not this correction has been applied. Uncorrected sea-level data have potentially large uncertainties as the fractionation effect can – if unaccounted for – lead to age offsets of hundreds of 14C years. The necessary correction depends on the dated material and is detailed in Chapter 23. The δ13C value of a sample (Table 34.4, column 37) gives important information about the amount of fractionation and, if available, should be listed. However,
### Table 34.4. Structure of the sea-level database: dating

<table>
<thead>
<tr>
<th>No.</th>
<th>Dating technique</th>
<th>Lab. code</th>
<th>No. sub-samples</th>
<th>Age (14C a BP)</th>
<th>Age error (14C a BP)</th>
<th>Bulk error (14C a)</th>
<th>δ13C (‰)</th>
<th>Isotopic fractionation correction (14C a)</th>
<th>Isotopic fractionation error (14C a)</th>
<th>Corrected age (14C a)</th>
<th>Corrected age error (14C a)</th>
<th>ΔR (14C a)</th>
<th>Reservoir age error (14C a)</th>
<th>Calendar age 2σ older limit (cal a BP)</th>
<th>Calendar age 2σ younger limit (cal a BP)</th>
<th>Calendar age weighted mean (cal a BP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14C UtC-11212</td>
<td></td>
<td></td>
<td>6490</td>
<td>60</td>
<td>-22.0</td>
<td></td>
<td></td>
<td></td>
<td>6490</td>
<td>60</td>
<td></td>
<td></td>
<td>7510</td>
<td>7270</td>
<td>7390</td>
</tr>
<tr>
<td>2</td>
<td>14C O OSL UNL-430</td>
<td></td>
<td></td>
<td>1725</td>
<td>105</td>
<td>100</td>
<td>+120</td>
<td></td>
<td></td>
<td>1845</td>
<td>150</td>
<td></td>
<td></td>
<td>2140</td>
<td>1410</td>
<td>1790</td>
</tr>
<tr>
<td>3</td>
<td>14C MTC-13319</td>
<td></td>
<td></td>
<td>7241</td>
<td>90</td>
<td>-0.33</td>
<td></td>
<td></td>
<td></td>
<td>7241</td>
<td>90</td>
<td>95</td>
<td>300</td>
<td>8270</td>
<td>6980</td>
<td>7630</td>
</tr>
</tbody>
</table>
where \( \Delta t \) represents the isotopic fractionation correction for the specific dated material (Table 34.4, column 38) and \( \sigma_I \) represents the associated fractionation correction error (Table 34.4, column 39; Fig. 34.2).

Table 34.4, columns 34 and 35 list the \(^{14}\)C age and the associated analytical error. Sometimes multiple \(^{14}\)C ages are obtained from the same layer (e.g., several dated macrofossils from a thin peat bed) that can be combined to a single \(^{14}\)C age with a smaller error (the calculation of weighted mean \(^{14}\)C ages is discussed in Chapter 23). The number of subsamples is listed in Table 34.4, column 33. Since the development of accelerator mass spectrometry (AMS), the potential for using small \(^{14}\)C samples has increased. Several studies have demonstrated that for organic material (notably peat), AMS \(^{14}\)C dating of plant macrofossils provides better constrained ages than bulk peat samples (Chapter 23) and it is now the preferred method. Based on a recent quantitative analysis (Hu, 2010), a “bulk error” of \( \pm 100 \) \(^{14}\)C a (Table 34.4, column 36) is applied to bulk peat samples (Fig. 34.2); we adopt the same additional error for bulk shell samples. Note that this does not mean that all conventional ages receive this extra bulk error; if a single wood or shell fragment was \(^{14}\)C dated conventionally such an additional error is not necessary.

Finally, \(^{14}\)C dated samples can be subject to a reservoir effect (marine or estuarine; see Chapter 23). Values reported by the original authors on local reservoir effects should be used wherever available (unless new data have become available since publication). It is often underappreciated how variable reservoir effects can be on a regional scale, compared to the global average marine reservoir effect of 405 \( \pm 22 \) \(^{14}\)C a (Reimer et al., 2009). This should be verified with the online database of Reimer and Reimer (2001) where end-member values are often estuarine rather than marine (and hence particularly relevant to sea-level studies). In estuaries, the reservoir effect is influenced by the level of mixing between marine waters and freshwater that may or may not be significantly depleted in \(^{14}\)C (depending on the nature of source rocks). Also, reservoir effects have in many cases been subject to changes through time (McGregor et al., 2008; Yu et al., 2010). Table 34.4, column 42 lists the \( AR \) value which is the deviation of the local reservoir effect from the global average (e.g., a reservoir effect of 500 \(^{14}\)C a corresponds to a \( AR \) of 95 \(^{14}\)C a) and is often an input variable in calibration software. The error associated with the reservoir age (Table 34.4, column 43) can vary widely, depending on the available data.

For calibrating \(^{14}\)C ages, several programs are available (Chapter 23). We prefer OxCal (Bronk
Ramsey, 1995, 2009) as it provides weighted means for the calibrated age. Results from other dating techniques that do not require calibration (e.g., OSL) are listed in Table 34.4, columns 44–46. If a bulk or isotopic fractionation correction is required, a corrected 14C age is calculated prior to calibration. Estuarine and marine carbonate ages are calibrated with the Marine13 curve (Reimer et al., 2013) using the appropriate ∆R value and error, while all other samples are calibrated with the IntCal13 curve (Reimer et al., 2013). Some organisms (e.g., algal mats) can take up both terrestrial and marine carbon and a mix of the Marine13 and IntCal13 curves can be used (e.g., Livsey and Simms, 2013). Many studies in the past did not correct marine carbonates for isotopic fractionation and reservoir effects; because they are of similar magnitude but opposite sign, they approximately cancel each other out. This results in a mean of the calibrated age range that may be accurate, but with a significantly underestimated error.

### 34.3.5 Tidal parameters

SLIPs are defined with respect to specified tidal datums (e.g., MTL or MSL). The traditional approach (e.g., Shennan, 1982) has been to use a nearby tide gauge record to quantify these datums before application to geological sea-level data. The limitation of this approach is twofold: (1) tide gauges are not always available near the site, meaning that distant or open coast data may have to be relied upon although the sample may have formed further inshore; and (2) tidal range may have changed significantly since the sample was formed, particularly during the middle and early Holocene (Van der Molen and De Swart, 2001; Uehara et al., 2006; Griffiths and Peltier, 2009; Hill et al., 2011). Although for many places around the globe tide gauge data remain the only option, (paleo)tidal modeling (Chapter 29) is an increasingly used and powerful tool. Here, we incorporate the tidal model of Hill et al. (2011). The model resolves the issue of distant tide gauge data as it provides tidal data for any given location off the US Gulf and Atlantic coastline for the past 10 cal ka at 1 cal ka intervals. This model (see Chapter 29 for an indepth description) can accurately reproduce modern observations from tide gauge records.

With this model we calculated tide levels for the modern situation (Table 34.5, columns 47–53) and for the appropriate paleo-time interval for each database entry, relative to a geodetic datum. Since we use modern data to calculate the RWL (see below), we do not list all paleotidal data in the table. Since many sea-level data are collected on land, we had to extrapolate the tidal data onshore (Fig. 34.3). We assume the calculation for 1000 cal a BP to be valid for the period 501–1500 cal a BP and follow this principle throughout, with two exceptions. First, since the modeled change in tidal range between 8000 and 9000 cal a BP is linked to the opening of the Hudson Strait between 8450 and 8300 cal a BP (Hill et al., 2011; Törnqvist and Hijma, 2012), we link all samples dated to 7501–8300 cal a BP to the model output for 8000 cal a BP and samples dated to 8301–9500 cal a BP to the output for 9000 cal a BP. Any future refinement or change in the timing of the opening of the Hudson Strait may require a modification to this exception. Furthermore, all samples dated older than 9501 cal a BP are linked to the 10,000 cal a BP output.

Paleotidal models predict tide levels using bathymetries based on GIA models, which should produce good approximations for open marine tides. However, modeling a large region requires compromise, most notably in under-resolving complex nearshore bathymetry and coastal features. The inland propagation of the tidal wave is therefore not modeled accurately. Also, the models do not account for sedimentation or erosion (Shennan and Horton, 2002), which will have a significant impact on the accuracy of tidal datums in nearshore

| Table 34.5. Structure of the sea-level database: tidal parameters |
|---|---|---|---|---|---|---|---|
| 47. Modern MSL (m NAVD) | 48. Modern HAT (m NAVD) | 49. Modern MHHW (m NAVD) | 50. Modern MHW (m NAVD) | 51. Modern MTL (m NAVD) | 52. Modern MLW (m NAVD) | 53. Modern MLLW (m NAVD) |
| 0.14 | 0.57 | 0.32 | 0.16 | 0.13 | 0.12 | −0.04 |
| 0.13 | 0.60 | 0.32 | 0.16 | 0.14 | 0.11 | −0.07 |
| 0.11 | 0.56 | 0.31 | 0.13 | 0.09 | 0.09 | −0.08 |
| 0.13 | 0.61 | 0.33 | 0.15 | 0.16 | 0.11 | −0.11 |
settings. For databases that cover large areas it is therefore best to use the tidal modeling results for the present-day situation to calculate RWL and IR when calculating paleo-RSL. We then compare the modern and the paleo-IR for each sample and incorporate the difference as an additional error (Section 34.4.1). This means that we restrict the application of paleotidal modeling to an error estimate rather than to adjust the elevation of paleo-RSL. This approach also avoids circularity problems: paleobathymetries used in paleotidal models are often solely based on GIA models that are calibrated and validated with RSL data.

In more local sea-level studies there are often better constraints on the paleogeography, and bathymetries can be estimated from local data rather than GIA models (e.g., Shennan et al., 2003; Hall et al., 2013). In those cases it is possible to fine-tune a tidal model to smaller areas (~100 km across) such that the results are reliable enough to use paleotidal data to correct the elevation of SLIPs and limiting data (Horton et al., 2013). In regions where similar models as that of Hill et al. (2011) exist or are being developed, the same methodology as used here can be applied. Where tidal models do not currently exist, tide gauge data must still be employed. The Admiralty Tide Tables provide this type of information. The tide gauge nearest to the sampling site is useful when it is located, for instance, within the same bay. In other cases the average of the nearest two (one on each side of the sampling site) should be used (e.g., Shennan, 1982), with half the difference as an error.

A substantial number of SLIPs formed inshore (e.g., small bays, marshes) and hence in environments where the tidal datums could have been substantially different (in most cases lower) than at nearshore sites, where large-scale tidal models give the best results and where most tide gauges are situated. This means that in most cases the tidal range error is overestimated (Hijma and Cohen, 2010). In deltas, the inland propagation of the tidal wave is also influenced by the river-gradient effect (Van de Plassche, 1982) that raises the elevation of the tidal datums (see also Chapter 33).

### 34.3.6 Indicative range, reference water level, and relative sea level

Based on all the paleoenvironmental and stratigraphic information (Table 34.2, columns 13–20) we label each data entry as either a SLIP or an upper or lower limiting data point (Table 34.6, column 54). For each SLIP the IR is calculated (Table 34.6, columns 55–57), based on the paleoenvironment in which the sea-level indicator formed (see also Fig. 34.1). Along the US Atlantic and
Gulf coasts, the majority of sea-level indicators formed within saltmarshes or brackish marshes. Within a saltmarsh it is usually possible to observe a clear vertical zonation of plants into high-marsh and low-marsh zones (and in some instances more) that reflect the preferences and tolerances of halophytic species to the frequency and duration of tidal inundation between MTL and HAT. If preserved plant macrofossils or microfossils suggest a high-saltmarsh environment, an IR of MHW to HAT is assigned. For low-saltmarsh environments, the IR applied is MTL to MHW.

As outlined above we use modeled present-day tidal data to calculate RWL (Table 34.6, columns 55–56) and incorporate the paleotidal model results into the error (Section 34.4.1). We do this based on a comparison of the modern and paleo-IR (Table 34.6, columns 57–58). The latter is calculated using the modeled paleotidal data. In studies that apply the highest possible standards to minimize other elevation errors associated with sampling and surveying, the IR typically ends up being the main contributor to the vertical uncertainty. With RWL and Equation 34.1 we calculate paleo-RSL for the SLIPs (Table 34.8, column 74). For limiting data we also use Equation 34.1, but in these cases we label the outcome as limiting-data elevation (Table 34.8, column 75).

### 34.4 VERTICAL ERRORS

So far, we have described the database structure in general terms, including the steps involved in calculating paleo-RSL or the elevation of limiting data. This section focuses specifically on vertical error calculations. Wherever a publication provides sufficiently specific information on such errors, that information trumps any standardized error estimates as outlined below. Note that not all listed errors apply in every case. For the summation of errors we use the commonly applied expression:

$$E_t = \sqrt{\left(e_1^2 + e_2^2 + \cdots + e_n^2\right)}$$  \hspace{1cm} (34.3)

where $e_1, \ldots, e_n$ are component errors and $E_t$ is the total error. This is the same equation as that used for the $^{14}$C age error calculation (Chapter 23).

While the 2$\sigma$ age error is statistically rigorous, the confidence interval associated with the vertical error is less well defined. Nevertheless, we aim for a reasonable approximation of a 2$\sigma$ error by assessing all vertical errors very conservatively. Total upward and downward errors are computed separately (Table 34.8, columns 76, 77), because the non-vertical drilling error (Table 34.8, column 67) is unidirectional.

To plot SLIPs we prefer to use shapes that approximate ellipses (also referred to as “blobs”; Chapter 32) defined by the 2$\sigma$ horizontal (age) error range and the 2$\sigma$ vertical (elevation) error range (Fig. 34.2). Ellipses represent the 2$\sigma$ error of SLIPs better than the frequently used error boxes. While the SLIPs illustrated here (Figs 34.2 and 34.4b) are represented by ellipses, it should be noted that the point of maximum probability density is commonly not located exactly in their centers (both the horizontal and vertical errors are often asymmetric). In other words, a more accurate geometric representation that accounts for these (often slight) asymmetries would constitute a further improvement.

For limiting data points, several symbols have been used in the literature (e.g., boxes, crosses, T-shaped symbols). Here we use T-shaped symbols with the horizontal bar placed at the extreme end of the vertical 2$\sigma$ error range. For upper limiting data points the horizontal bar lies at the top, while for lower limiting data points the horizontal bar lies at the base of this range. The width of the horizontal bar is defined by the horizontal 2$\sigma$ error range. It is important to bear in mind that, in the case of an upper limiting data point, MSL is interpreted to have been below the horizontal line merely at some point along its full width. If information about the length of the vertical error range is to be included, a T-shape should be used for upper limiting data (Fig. 34.4b), while a ⊥-shape should be used for lower limiting data. The length...
Table 34.7. Structure of the sea-level database: vertical errors

<table>
<thead>
<tr>
<th></th>
<th>59. IR error (m)</th>
<th>60. RWL modeling error (m)</th>
<th>61. IR change error (m)</th>
<th>63. VDatum error (m)</th>
<th>64. Sample thickness error (m)</th>
<th>65. Sampling error (m)</th>
<th>66. Core shortening/stretching error (m)</th>
<th>67. Non-vertical drilling error (m)</th>
<th>68. Tidal error (m)</th>
<th>69. Vegetation zone error (m)</th>
<th>70. DEM/map/water depth error (m)</th>
<th>71. Leveling error (m)</th>
<th>72. DGPS error (m)</th>
<th>73. Benchmark error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.22</td>
<td>0.10</td>
<td>0.09</td>
<td>0.07</td>
<td>0.04</td>
<td>0.01</td>
<td>0.05</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.23</td>
<td>0.10</td>
<td>0.09</td>
<td>0.00</td>
<td>0.05</td>
<td>0.01</td>
<td>0.15</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td></td>
<td>0.00</td>
<td>0.05</td>
<td>0.10</td>
<td>0.01</td>
<td>0.15</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td>0.05</td>
<td>0.01</td>
<td>0.15</td>
<td>0.22</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>
of the vertical bar is then defined by the vertical error range and points (by means of an arrow) in the direction of paleo-RSL; its position is defined by the weighted mean calendar age. Other studies (e.g., Engelhart and Horton, 2012) have used a T-shape for lower limiting data and a ⊥-shape for upper limiting data to avoid confusion with coral-based RSL reconstruction usage (e.g., Peltier and Fairbanks, 2006) where the vertical bar is used to define the living range of coral species and with the RSL curve expected to pass through the bar. The position of the horizontal bar in their analysis is similar as in the present protocol, but the length of the vertical bar is not defined by the magnitude of the vertical error.

### Table 34.8. Structure of the sea-level database: paleo-RSL calculation

<table>
<thead>
<tr>
<th>74. Paleo-RSL (m)</th>
<th>75. Limiting-data elevation (m)</th>
<th>76. Total upward error (m)</th>
<th>77. Total downward error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−8.61</td>
<td>0.36</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>−1.39</td>
<td>0.63</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>−1.89</td>
<td>0.54</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>−12.96</td>
<td>0.62</td>
<td>0.58</td>
<td></td>
</tr>
</tbody>
</table>

### 34.4.1 Indicative meaning related errors

In the following sections, all errors related to specific parts of the database are discussed using numbered lists.

1. The IR error is defined as half the IR (Table 34.7, column 62) and also applies to cases where the paleo-IR is smaller than the modern IR.

2. For sites that were not linked to a geodetic datum by the original authors, we converted the elevation using VDatum (NOAA, 2011). The average difference between VDatum computations for MSL relative to NAVD 88 at tide gauges and the actual data from those stations is ±0.05 m (Fig. 34.6; Table 34.7, column 63; see also http://vdatum.noaa.gov/docs/est_uncertainties.html). VDatum can also be used to convert elevations that were related to the older National Geodetic Vertical Datum of 1929. In other regions a different approach using Admiralty Tide Tables or local data will change this error.

### 34.4.2 Sampling related errors

1. The thickness error (Table 34.7, column 64) is defined as half the thickness of the sample (Shennan, 1986). If the sample was decompressed (Section 34.3.3) we calculate this error using the corrected sample thickness (Table 34.2, column 17).

2. Sampling errors (Table 34.7, column 65) arise from measuring the sample depth within a core or section. They are often not reported, but can be considered small. We use ±0.01 m, following Shennan (1986).

3. Core stretching/shortening errors (Table 34.7, column 66) can be quite substantial, especially for rotary coring and vibracoring. According to Morton and White (1997), up to 30% of core shortening can occur within a sampling interval of less than 1 m; on the other hand, alternating unshortened and shortened sampling intervals are commonly observed. We set the error at ±0.15 m for rotary coring and vibracoring (Morton and White, 1997), ±0.05 m for hand coring (Woodroffe, 2006) and ±0.01 m for a Russian sampler (Woodroffe, 2006).

4. Non-vertical drilling makes the apparent depth of a sample larger than the true depth, with discrepancies increasing with drilling depth. According to Törnqvist et al. (2004), the resulting error may be as large as −0.02 m per meter depth of hand coring. Assuming this error is similar for other coring methods, we assign an error of 0.02 m m⁻¹ depth (Table 34.7,
column 67). This error is unidirectional and makes the upward portion of the total vertical error larger than the downward portion.

**34.4.3 Elevation measurement related errors**

(1) A tidal error (Table 34.7, column 68) has to be assigned for samples taken offshore with reference to the water surface. As the sampling could have occurred anytime during a tidal cycle, a tidal error of half the tidal range is assigned (Shennan, 1989). This tidal range can be modeled or based on data from nearby tide gauges.

(2) In some studies land-surface elevations were estimated using vegetation zones (e.g., Redfield, 1972; Goodbred et al., 1998; Wright et al., 2005) resulting in elevation errors.
(Table 34.7, column 69) of ±0.5 m. In areas with a high tidal range this error could be larger (Engelhart, 2010).

(3) The elevation of the land surface is frequently not reported but, if the coordinates of the sampling site are known, the elevation can be approximated using high-resolution digital elevation models (DEMs) wherever available. The associated error does not only depend on the vertical accuracy of the DEM (often of the order 0.1–0.2 m), but also on the accuracy of the coordinates. In areas with significant relief, such as strand plains with beach ridges, this matters when the sample was taken from a ridge, but the coordinate points towards a swale. An error of ±0.5 m is assigned (Table 34.7, column 70). If conventional topographic maps are used instead of DEMs, the error is half the contour-line interval (±0.75 m for US topographic maps).

(4) Water depths are typically measured using fathometers, echo sounders, and poles, along with several other techniques. If not specified by the authors, we use an error of ±0.5 m (Table 34.7, column 70).

(5) The error arising during leveling (Table 34.7, column 71) with high-precision (e.g., total station) equipment is, if unknown, set at ±0.03 m (Törnqvist et al., 2004).

(6) The standard error (Table 34.7, column 72) of a (D)GPS base station that is often used during surveying is ±0.1 m, but if carefully used the error can be as low as 0.04 m (Törnqvist et al., 2004). Care must be taken to ensure the accuracy of the D(GPS), especially in regions with variable satellite coverage or restricted reception.

(7) The US National Geodetic Survey (NGS) benchmark elevations are subject to an error (Table 34.7, column 73) of ±0.1 m (Engelhart, 2010) for the most reliable and stable benchmarks. For less reliable benchmarks this error is larger. Note that the error for benchmark elevations can be different in other regions.

Again, we stress here that the standardized errors should only be used if no sufficient information was provided in the original source. If specific information is published or can be obtained by other means (e.g., directly from the author(s)), that information overrules the standardized errors discussed above. This means that all errors should be assessed on a case-by-case basis.

34.5 DISCUSSION

While a long history exists of compiling geological sea-level databases for a variety of applications, relatively few have involved a comprehensive and rigorous assessment of elevation and age errors associated with the underlying data. Here we present the most comprehensive approach to sea-level database construction to date, with a number of error sources (notably associated with dating errors and tidal range uncertainties) that have previously not been considered. Our approach aims to be as inclusive as possible, and we only exclude data that, according to our analysis, have no significance whatsoever with respect to past sea levels. The spirit of our approach is that any data with limited usefulness will be reflected by large vertical and/or
horizontal errors. Rather than passing judgment on these data ourselves, such an assessment is then made at the discretion of the user.

By means of illustration, we compare the protocol described above with a sea-level data analysis by Balsillie and Donoghue (2004). The latter authors compiled data (see also Donoghue, 2011) from the US Gulf Coast (separated into offshore and onshore data) and used a seven-point moving average trend line to obtain a RSL curve (Fig. 34.4a) without taking into account any errors or separating between SLIPs and limiting data points. We compared our approach with theirs for the period 5500–4000 cal BP. Using the protocol described above, it becomes apparent that several of the used indicators are freshwater peats (based on the original descriptions and/or vegetation type) and can therefore only be used as upper limiting data. The vertical $2\sigma$ errors of all data are of the order 1 m, precluding the detection of decimeter-scale sea-level fluctuations as suggested by the trend line of Balsillie and Donoghue. Where Balsillie and Donoghue interpret a RSL drop of ~1.75 m between 5000 and 4200 cal BP, followed by a very rapid RSL rise, our analysis shows that many more interpretations are possible: sea level was somewhere between -6 m and -2 m from 5500 to 4200 cal BP. This obviously does not mean that previous studies were executed poorly; it is merely a step forward in the error analysis of sea-level data. Our goal is that the protocol presented here be adopted more widely, and a start is made with the analysis of the wealth of existing geological sea-level data in a uniform way. In order to be widely used, it will become necessary for the database to be stored online. The longer-term goal is for researchers to have the opportunity to directly upload their sea-level data, analyzed using the protocol described here, to this database.
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