The sea-level fingerprints of ice-sheet collapse during interglacial periods
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A B S T R A C T

Studies of sea level during previous interglacials provide insight into the stability of polar ice sheets in the face of global climate change. Commonly, these studies correct ancient sea-level highstands for the contaminating effect of isostatic adjustment associated with past ice age cycles, and interpret the residuals as being equivalent to the peak eustatic sea level associated with excess melting, relative to present day, of ancient polar ice sheets. However, the collapse of polar ice sheets produces a distinct geometry, or fingerprint, of sea-level change, which must be accounted for to accurately infer peak eustatic sea level from site-specific residual highstands. To explore this issue, we compute fingerprints associated with the collapse of the Greenland Ice Sheet, West Antarctic Ice Sheet, and marine sectors of the East Antarctic Ice Sheet in order to isolate regions that would have been subject to greater-than-eustatic sea-level change for all three cases. These fingerprints are more robust than those associated with modern melting events, when applied to infer eustatic sea level, because: (1) a significant collapse of polar ice sheets reduces the sensitivity of the computed fingerprints to uncertainties in the geometry of the melt regions; and (2) the sea-level signal associated with the collapse will dominate the signal from steric effects. We evaluate these fingerprints at a suite of sites where sea-level records from interglacial marine isotope stages (MIS) 5e and 11 have been obtained. Using these results, we demonstrate that previously discrepant estimates of peak eustatic sea level during MIS5e based on sea-level markers in Australia and the Seychelles are brought into closer accord.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The geological record of past sea level, defined to be the difference between the sea surface and solid surface, can be used to estimate total ice volume (or, equivalently, globally averaged “eustatic” sea level) during interglacial periods. This record can thus provide insight into the stability of polar ice sheets in our progressively warming world. Recent studies have, for example, examined ancient sea-level markers dated to the mid-Pliocene climate optimum at ~3 Ma (Dowsett and Cronin, 1990; Raymo et al., 2011; Miller et al., 2012; Rowley et al., 2013) and past interglacial stages, including Marine Isotope Stage (MIS) 5e at ~120 ka (i.e., the Last Interglacial; Hearty et al., 2007; Kopp et al., 2009, 2013; Dutton and Lambeck, 2012; Muhs et al., 2012) and MIS11 at ~400 ka (McMurtry et al., 2007; Olson and Hearty, 2009; van Hengstum et al., 2009; Bowen, 2010; Muhs et al., 2012; Raymo and Mitrovica, 2012; Roberts et al., 2012).

A complication in such studies is the issue of how ancient sea-level markers at a specific site relate to eustatic sea level. In this regard, before any local observation of ancient sea level can be interpreted to result from changes in ice volumes, the geological indicators need to be corrected for the perturbations in sea level associated with late Pleistocene glacial cycles. This process is known as glacial isostatic adjustment, or simply GIA (Lambeck and Nakada, 1992; Lambeck et al., 2011; Raymo et al., 2011; Dutton and Lambeck, 2012; Raymo and Mitrovica, 2012; Roberts et al., 2012).

This point is well illustrated by studies of sea level during MIS11 at Bermuda and Bahamas. Geological records from these localities suggest that peak sea level at these localities reached ~20 m above the present level during MIS11, and these observations have been variously interpreted as reflecting a major collapse of polar ice sheets (Hearty et al., 1999) or deposition from a mega-tsunami (McMurtry et al., 2007). Raymo and Mitrovica (2012) demonstrated that both sites were contaminated by a large GIA signal
since they are located on the peripheral bulge of the Laurentide Ice Sheet. A numerical correction for this signal, in which ice volumes during MIS11 were fixed to present-day values, yielded residual sea-level highstands of 6–13 m, where the range incorporates observational error and uncertainty in the correction for GIA and tectonic effects. Raymo and Mitrovica (2012) adopted this range as their estimate for MIS11 eustatic sea level. This estimate is consistent with independent inferences of peak eustatic sea level during MIS11 based on coral reef terraces in Curaçao (Muhs et al., 2012; a preferred range of 8.3–10.0 m) and shoreline deposits from the southern margin of South Africa (Roberts et al., 2012; 13 ± 2 m).

Using a similar methodology, Dutton and Lambeck (2012) focused on MIS5e records in Western Australia and the Seychelles, both regions of relatively tectonic stability. They applied numerical GIA corrections to each of these records, where the ice distribution during the last interglacial was fixed to the present-day value, and they obtained residual sea-level highstands of 5.5 m and 9 m, respectively. These values define the bounds on their estimate of peak eustatic sea level during MIS5e (5.5–9 m).

The question arises: If GIA effects have been accurately removed, does the residual signal provide an accurate measure of eustasy, as has been assumed in most previous work (e.g., Dutton and Lambeck, 2012; Raymo and Mitrovica, 2012; Roberts et al., 2012)? The GIA correction in these studies fixed interglacial ice volumes to present-day values in order that any residual sea-level signals reflect excess melt during the interglacial (i.e., melt in excess of present-day ice volumes). One exception is the work by Kopp et al. (2009, 2013). In these studies, the authors used a version of the same geophysical model employed in this paper to assess the covariance between local sea levels and mean global sea level across a range of possible ice-sheet histories. Therefore, the Kopp et al. (2009, 2013) results should not be affected by this assumption of eustasy. Thus, the question we are asking is whether excess melting of ice sheets and glaciers leads to a uniform change in sea level. In fact, it is well understood that the melting of individual ice sheets and glaciers over time scales of centuries to millennia will drive perturbations to the Earth’s gravitational field, solid surface elevation and rotational state, and that these effects combine to produce large geographic variations in sea level (Clark and Lingle, 1977; Clark and Primus, 1987; Conrad and Hager, 1997; Mitrovica et al., 2001; Plag and Jütter, 2001; Tamisiea et al., 2001). Patterns of sea-level change are distinct for each ice sheet, and thus the geometries have come to be known as sea-level fingerprints.

Fingerprinting is a standard tool for analyzing modern sea-level records because the geographic variability of sea-level change provides a method for determining the sources of meltwater (Mitrovica et al., 2001; Plag and Jütter, 2001; Hay et al., 2012). However, several notable complications arise for cases in which the melt rate is on the order of 1 mm/yr. First, the melt fingerprint for a given ice sheet is sensitive to the geometry of melting within that ice sheet (Mitrovica et al., 2011). Second, both steric effects (e.g., salinity changes and ocean thermal expansion) and dynamic effects (e.g., ocean circulation changes) are uncertain and may dominate the observed variability (Cazenave and Llovel, 2010; Kopp et al., 2010).

There are indications that such complexities would be less significant in analyzing sea level during interglacials such as MIS5e and MIS11, periods for which there is consensus that both the WAIS and GIS experienced significant mass loss (Kopp et al., 2009, 2013; Dutton and Lambeck, 2012; Muhs et al., 2012; Raymo and Mitrovica, 2012; Roberts et al., 2012). Mitrovica et al. (2011) showed, for example, that the normalized sea-level fingerprint for cases in which either the entire WAIS collapsed or only the marine-based sectors of the WAIS collapsed are essentially identical. Moreover, Kopp et al. (2010) demonstrated that sea-level fingerprints dominate steric and dynamic effects in most events when Greenland melt exceeds ~0.2 m of eustatic sea-level rise, a threshold far lower than the peak sea level obtained during MIS5e and MIS11. Finally, modeling by McKay et al. (2011) suggests that the contribution to eustatic sea level from ocean thermal expansion during MIS5e was less than ~0.5 m. While this bound is preliminary, it implies that the >6 m high stand inferred by Kopp et al. (2009) and Dutton and Lambeck (2012) must have involved major ice-sheet loss.

In this paper we derive the fingerprints associated with the collapse of the WAIS, GIS, and marine-based sectors of the EAIS. We explore the sensitivity of these fingerprints to variations in both the geometry and duration of the ice-sheet collapse. Next, we use these fingerprints in three related applications. First, we identify regions in which the local change in sea level due to ice-sheet collapse would have exceeded the global average value (i.e., eustatic) regardless of the source, or sources, of the meltwater (i.e., WAIS, EAIS, and/or GIS). Second, we compute the value of the three fingerprints at sites considered in previous analyses of peak eustatic sea level during either MIS5e or MIS11. This exercise highlights the geographic variability of the sea-level signal and it provides values necessary for future efforts to fingerprint the sources of interglacial meltwater flux. Finally, we revisit previous estimates of peak eustatic sea level to assess the extent to which they may have been biased by the assumption that GIA-corrected sea-level records are equivalent to eustatic sea level.

2. Methods

Our sea-level predictions are based on a gravitationally self-consistent sea-level theory (Kendall et al., 2005) that accounts for the migration of shorelines associated with local sea-level variations and changes in the extent of grounded, marine-based ice. The theory also incorporates the feedback of Earth rotation perturbations into sea level, where these perturbations are predicted following the rotational stability theory of Mitrovica et al. (2005). The accurate treatment of these effects is essential for robust modeling of fingerprints in the case of major ice-sheet collapse. We will return to this point below.

The sea-level theory used in this study incorporates deformations of a 1-D (i.e., depth varying), self-gravitating, elastically compressible Maxwell viscoelastic Earth model. The density and elastic structure of the model are adopted from the seismic model PREM (Dziewonski and Anderson, 1981). In solving the governing “sea-level equation” we use the pseudo-spectral algorithm described in detail by Kendall et al. (2005) with a truncation at spherical harmonic degree and order 512.

We model polar ice-sheet collapse as a linear change in ice volume that takes place over some time interval $\Delta T$, and we consider scenarios in which $\Delta T$ varies from 0 ka (i.e., instantaneous collapse) to 3 ka. This range is consistent with recent analyses of sea-level records from both MIS5e (Blanchon et al., 2009; O’Leary et al., 2013) and MIS11 (Raymo and Mitrovica, 2012) that suggest that these interglacials were characterized by late stage collapse of polar ice sheets. In all calculations, the fingerprints we plot represent the total sea-level change across the interval $\Delta T$. In the case where $\Delta T = 0$, the computed fingerprints are only sensitive to the elastic and density structure of the Earth. A sensitivity to mantle viscosity is introduced when the duration of the collapse exceeds the Maxwell time of the Earth (several centuries to a millennium, depending on the viscosity model). In this regard, our standard calculation adopts an Earth model with a lithospheric thickness of 100 km and uniform upper and lower mantle viscosities of $5 \times 10^{20}$ Pa s and $10^{22}$ Pa s, respectively, where the boundary between the latter two regions is at the density discontinuity at
670 km depth in PREM. This model (henceforth “LM”) is amongst the class of models best supported by prior analyses of GIA observations (Lambeck et al., 1998; Mitrovica and Forte, 2004); however, we will also consider the sensitivity of the predictions to this choice.

“Eustatic sea level” (ESL) change is loosely defined as the volume of meltwater divided by the area of the ocean. In the case where shorelines are not assumed to be steep vertical cliffs (i.e., where the area of the oceans changes as water is added or removed), a more precise definition of ESL change is the change in the elevation of the sea surface if meltwater were to fill the oceans uniformly. (This definition is analogous to the change in the height of water within a bathtub with sloping walls.) However, in considering the collapse of marine-based ice sheets, the definition of ESL change must be extended to account for meltwater that fills in these marine sectors as they are exposed (Gomez et al., 2010). In this case, we define the ESL change as the uniform change in the height of the sea surface (or sea level, since the solid Earth is assumed to be non-deforming in defining eustasy) after all holes exposed by retreating marine-based sectors are filled. This definition, illustrated schematically in Fig. 1, is consistent with usage in the literature since any sea-level rise observed at sites at distance from the polar ice sheets reflects the redistribution of meltwater after any accommodation space created by retreating, marine-based ice is filled.

We follow Gomez et al. (2010) and normalize the computed fingerprints using the ESL change associated with the modeled melt event. This is appropriate because the computed sea-level change is very nearly linearly related to the ESL change associated with the ice-sheet collapse. That is, the sea-level change at a given location predicted for an ice-sheet collapse with an associated ESL change of 2 m will be very close to half the sea-level change predicted for a collapse of the same ice sheet with an associated ESL change of 4 m (provided that the location is outside of the region where melting occurs, which is the case for sites considered here). Moreover, the total sea-level change due to the collapse of multiple ice sheets will be the sum of the normalized fingerprints for each ice sheet, weighted by the ESL change associated with each.

In the calculations below, we assume that bedrock topography is the same as at present. This assumption has negligible impact on the normalized sea-level fingerprints we present for the two sectors of the Antarctic Ice Sheet and the Greenland Ice Sheet since the normalization depends only on meltwater volume in excess of the marine-based accommodation space. However, it is important to keep in mind that translating an estimate of peak interglacial eustatic sea level into total ice volume will depend on the bedrock topography and shoreline position (as well as the appropriate GIA correction) at the time of the ice-sheet collapse. The marine-based accommodation space for meltwater will be largest at the onset of a given interglacial and smallest at the end of the interglacial. Therefore, ultimately determining the timing of the ice-sheet collapse will be important for converting equivalent eustatic sea level to ice volume.

3. Results

3.1. Normalized sea-level fingerprints

Fig. 2A–C show normalized sea-level fingerprints computed for three scenarios: collapse of the entire WAIS (ESL = 5 m; Mitrovica et al., 2011), the maximum GIS collapse simulation of Stone et al. (2013) (ESL = 3.8 m; see their Fig. 8a, e) and collapse of all marine-based sectors of the EIS (ESL = 14.2 m), respectively. In each case, we assume rapid (ΔT = 0) collapse of the ice sheet. As discussed above, these fingerprints are normalized by the ESL change associated with each melt event (Fig. 1).

The physics underlying these fingerprints is well understood (e.g., see Mitrovica et al., 2011 for a recent review). In response to the ice-sheet collapse, ocean water migrates away from the melt zone due to both the diminished gravitational attraction of the ice sheet on the ocean and the elastic uplift (rebound) of the mantle and crust. The net effect of these two processes is a zone of sea-level fall close to the melting ice sheet with a maximum amplitude that is approximately an order of magnitude greater than the ESL rise associated with the melt event (these values are off the scale of the color bar used in the figures).

Outside this near-field zone, sea level rises with an amplitude that peaks ~35–40% higher than the ESL value. A variety of processes contribute to the geometry of predicted sea-level change in the far field of a collapsing ice sheet. For example, ocean meltwater loading drives crustal subsidence that peaks well away from continents, and hence the zones of maximum predicted sea-level rise are also located well offshore. The marked azimuthal asymmetry in the fingerprints originates from the off-axis location of the polar ice sheets. There are two reasons for such asymmetry. First, since the polar ice sheets are centered off-axis, the migration of water away from them as their gravitational pull diminishes will not be longitudinally symmetric. Second, and more subtle, an off-axis ice-sheet collapse will perturb the orientation of the Earth’s rotation axis (i.e., drive true polar wander, TPW) and the associated perturbation to the centrifugal potential will produce a sea-level signal (Milne and Mitrovica, 1996). In particular, the local rotation axis will reorient toward the zone of ice-sheet collapse (i.e., the South Pole will move toward the WAIS in Fig. 2A and toward the EIS in Fig. 2C, while the North Pole will move toward the GIS in Fig. 2B), and this will lead to a spherical harmonic degree-two, order-one “quadrential” sea-level perturbation (Milne and Mitrovica, 1996; Gomez et al., 2010). The effect of this quadrential perturbation is significant. As an example, the collapse of the WAIS would lead to TPW of approximately 100 m per meter of ESL change; the sea-level signal driven by this TPW would be responsible for about a third of the predicted sea-level rise above eustatic that is evident offshore of North America’s coastlines in Fig. 2A.

3.2. Sensitivity to geometry, melt duration and mantle viscosity

We first consider the sensitivity of the fingerprints to the geometry of the ice-sheet collapse. As discussed in the Introduction,
Mitrovica et al. (2011) demonstrated that normalized fingerprints computed assuming either a complete collapse of the WAIS (as in Fig. 2A) or a collapse limited to marine-based sectors of the ice sheet show negligible differences despite the fact that the ESL change associated with the two scenarios, 5.0 m and 3.5 m, respectively, are significantly different. We therefore investigate, in Fig. 3, the sensitivity of the GIS fingerprint to variations in the melt geometry. The normalized fingerprint in Fig. 2B was computed by adopting the maximum GIS collapse simulation for MIS5e of Stone et al. (2013) (ESL = 3.8 m). Fig. 3 shows the difference between this fingerprint and normalized fingerprints based on three alternate GIS collapse simulations discussed by Stone et al. (2013; see their Fig. 8): their “most likely” scenario (ESL = 1.5 m; see their Figs. 8b, f); an alternative scenario with the same amount of melt (ESL = 1.5 m; see their Figs. 8d, h), and their scenario having the minimum excess melt (ESL = 0.4 m; see their Figs. 8c, g). The amplitude of the discrepancies plotted in Fig. 3 is less than 0.05 everywhere except in the very near field of the GIS, and, with the exception of the east coast of Canada and the U.S., the discrepancy is less than 0.02.

Next, we consider the sensitivity of the results to the adopted duration of the ice-sheet collapse. The normalized fingerprints in Fig. 2D–F are analogous to those in Fig. 2A–C, with the exception that ice-sheet melt occurs linearly over the course of 3 ka (i.e., $\Delta T = 3$ ka). Frames 2G–I show the difference between this case and the instantaneous ($\Delta T = 0$) collapse scenarios illustrated in the first row of the figure. In the far field of the melting ice sheet, that is, in the area where sea level is predicted to rise, the normalized fingerprints are markedly insensitive to the adopted duration of the ice-sheet collapse. Consider the case of WAIS collapse (Fig. 2A, D). The global peak sea-level rise is predicted off the west coast of the U.S., and at this location the $\Delta T = 0$ and $\Delta T = 3$ ka simulations yield peak values of 1.38 and 1.36, respectively. Similarly, for the EAIS collapse scenarios (Fig. 2C, F), the sea-level rise is predicted to peak east of Japan, and the $\Delta T = 0$ and $\Delta T = 3$ ka simulations also yield values of 1.38 and 1.36, respectively. Finally, GIS collapse produces a peak sea-level rise of 1.33 in the south Atlantic for the $\Delta T = 0$ simulation (Fig. 2B) and 1.27 for $\Delta T = 3$ ka (Fig. 2E).

Why are the predicted sea-level changes associated with GIS melt somewhat more sensitive to the adopted duration of the collapse than either of the two Antarctic collapse scenarios? The reason is that the simulations prescribe melt as coming primarily from marine sectors in the Antarctic. In this case, the progressive reduction in sea level due to isostatic adjustment in the near field (which acts to moderate the gravitational effects on sea surface height) is partially compensated by the outflux of water from these...
The results in Fig. 4 indicate that any combination of polar ice-sheet collapse during a past interglacial, regardless of the adopted radial viscosity model, would have led to a sea-level rise in the Seychelles that was greater than the ESL change associated with the collapse. In this section we extend this idea to identify all sites that would have experienced greater than the global average sea-level rise.

Since it is likely that the WAIS and GIS would have dominated any contribution from the EIS toward the total excess melting during the MIS5e and MIS11 interglacials (Solomon et al., 2007; Dutton and Lambeck, 2012; Raymo and Mitrovica, 2012), we begin by focusing on the sea-level fingerprints of these two ice sheets. In particular, Fig. 5A uses the fingerprints in Figs. 2A and B to identify all sites that would have had a greater-than-eustatic sea-level rise in the case of rapid collapse of any combination of the WAIS and GIS. The dark red zone on the figure identifies sites for which the predicted sea-level rise is a minimum of 25% greater than both the WAIS and GIS eustatic values. The lighter red identifies sites in which the minimum value for both normalized fingerprints lies between 1.20 and 1.25, the minimum lies in the range 1.15–1.20 for sites in the yellow zone, and so on.

Fig. 5A demonstrates that large areas of the low-latitude oceans must have experienced greater than ESL rise in response to the rapid collapse of the WAIS and GIS during an interglacial, regardless of the relative contributions from these ice sheets to the total meltwater flux. For example, Hawaii experienced a sea-level rise at least 20% greater than the global average. Furthermore, sea-level rise along the eastern shoreline of Japan, across the Philippines and the southern margin of South Africa was at least 15% greater than the global average. As discussed above, these regions of “super-eustatic” sea-level rise are concentrated in relatively low latitudes because a specific fingerprint is characterized by greater-than-eustatic values at large distances from (in the far field of) the collapsing ice sheet, and only low latitude sites are at great distance from both the GIS and WAIS.

The remaining frames of Fig. 5 explore the sensitivity of the results in Fig. 5A to various aspects of the prediction. For example, Fig. 5B is analogous to Fig. 5A, except that the collapse of both the GIS and WAIS is assumed to take place over 3 ka, rather than instantaneously. The results are relatively insensitive to the duration of the collapse, indicating that the regions identified by contouring in Fig. 5A will be characterized by a greater than ESL rise regardless of both the relative contributions from the WAIS and GIS and the duration of the collapse of either ice sheet (up to $\Delta T = 3$ ka). The main difference between Fig. 5A and B is that there is no site identified in the latter where the sea-level rise is guaranteed to be at least 25% greater than the eustatic value.

While there is consensus that the WAIS and GIS are the most susceptible to collapse during periods of ice age warmth, it is possible that the EAS may have contributed several meters of
meltwater to peak interglacial highstands (Dutton and Lambeck, 2012; Raymo and Mitrovica, 2012). In Fig. 5C we extend the result in Fig. 5A to include melting from the EAIS. That is, the figure isolates sites which experience some minimum amount of sea-level rise regardless of which of the three polar ice sheets is the source of the melting. In some regions, for example the north Pacific and south Atlantic, inclusion of the EAIS in the analysis has negligible effects on the computed minimum sea-level rise. In contrast, greater-than-eustatic sea-level rise within the Indian Ocean is localized more strongly within the northern section of that ocean when EAIS melt is included in the analysis.

Finally, we turn to an issue related to the sea-level theory. In particular, we repeat the calculation in Fig. 5A except that we remove the feedback of Earth rotation perturbations into the sea-level predictions (Fig. 5D). The main difference is that in the no-TPW feedback case, the sites that are guaranteed to experience greater than global average sea-level rise show less longitudinal dependence than the eustatic value. This value falls to only ~6% in the case where this physics is not included. Clearly, any effort to infer peak ESL on the basis of GIA-corrected interglacial highstands must incorporate the physics of rotational feedback (Milne and Mitrovica, 1996).

As a final point, as we discussed in regard to the fingerprints in Fig. 5, regions in which predicted sea-level rise is less than the eustatic value are relatively close to the melting ice sheet. As a consequence, we have found that there are no sites in the global ocean that are guaranteed to experience less than the eustatic value when melting occurs within the WAIS and GIS, or from all three polar ice sheets. That is, there is no site in which, in analogy to Fig. 5, the maximum local sea-level change associated with melting from all three of the polar ice sheets is sub-eustatic.

4. Discussion of site-specific sea-level predictions

In this section we discuss predictions of sea-level change due to polar ice-sheet collapse at specific sites considered in previous analyses of ESL during MIS5e and MIS11. To begin, Table 1 lists the normalized sea-level change at 10 sites for the case of melting from the WAIS, EAIS and GIS, and for melt durations of 0 ka and 3 ka, where predictions for the latter case are given for both the LM and VM2 viscoelastic Earth models. The first seven of the sites (Cooring, Australia to Nome, Alaska) were included in the database of MIS11 records compiled by Bowen (2010). Mossel Bay, on the southern coast of South Africa, is the site of MIS11 age records discussed by Roberts et al. (2012). Finally, the Hearty et al. (1999) analysis of
MIS11 sea level was based on data from Bermuda and Eleuthera, Bahamas.

The (normalized) local sea-level predictions in Table 1 vary significantly for each ice sheet and from site to site. Consider, as an example, sites in the Bowen (2010) analysis for the case of rapid ice-sheet melting. GIS collapse produces a sea-level rise in Rome that is only 5% of the eustatic value (Fig. 2B), while the collapse of the WAIS yields a sea-level rise at Rome that is 6% above the eustatic (Fig. 2A), a difference of roughly a factor of two. As a further numerical example, let us assume that peak ESL was 10 m above present during MIS11, and that this peak was equally partitioned into contributions from both WAIS and GIS collapse. Using the results from Table 1, local sea level at the seven sites in the Bowen (2010) analysis due to this melt scenario would be: 10.4 m, 10.7 m, 10.9 m, 11.6 m, 8.1 m, and 9.7 m. If, as discussed in the Introduction, one interpreted a local (GIA-corrected) sea-level elevation as being equivalent to ESL, then one would overestimate the eustatic level by 11.6% at Sumba and underestimate it by 19% at Rome. In absolute terms, the difference in the two estimates of eustasy would be 3.5 m (11.6 m versus 8.1 m).

Of course, the error in estimating ESL from a single, GIA-corrected sea-level indicator will depend on the relative contributions of the WAIS, GIS and EAIS to the total meltwater budget. In their analysis of the data compiled by Hearty et al. (1999) from Bermuda and Eleuthera, Raymo and Mitrovica (2012) inferred peak local sea levels of 9.4 ± 1 m at Bermuda and 11.1 ± 3.6 m at Bahamas after correction for a preferred model of GIA contamination. Using a suite of such GIA models, they estimated that peak ESL during MIS11 was 6–13 m higher than present. Raymo and Mitrovica (2012) further argued that a peak value within this range almost certainly required substantial contributions from both the WAIS and GIS. It is interesting to note from Table 1 that roughly equivalent contributions from these two ice sheets to the total meltwater release during MIS11 would produce a local sea level at Bermuda and Bahamas that is only a few percent different from the eustatic level (i.e., the average of the normalized fingerprints of WAIS and GIS collapse at these two sites is ~1).

In Table 2 we list normalized fingerprint values for sites primarily taken from the Dutton and Lambeck (2012) database of MIS5e sea-level records. All of the observations made in regard to the results in Table 1 also hold for these predictions, most notably the large site and ice sheet-dependent range in the mapping between ESL and local sea level. These results have important implications for the Dutton and Lambeck (2012) conclusion that ESL during MIS5e peaked 5.5–9 m above present level. The upper and lower bounds of this estimate were based on GIA-corrected elevations of corals from the Seychelles and along the coast of Western Australia, respectively. The predictions for Seychelles listed in Table 2 indicate that this upper bound on ESL was overestimated by 15–20%, and should thus be revised downward to 7.5 m. (Note, in this regard, that Seychelles is one of the sites in Fig. 5 where local sea level will significantly exceed ESL regardless of the source of meltwater; see also Fig. 4.) In contrast, the predictions for sites in Western Australia indicate that the lower bound on peak ESL cited by Dutton and Lambeck (2012) was overestimated by ~10% if the WAIS and GIS contributed comparable amounts of meltwater, and closer to 0% (or a slight underestimation) if the EAIS contributed to this total.

5. Final remarks

We conclude that equating GIA-corrected MIS5e and MIS11 highstand elevations with peak eustatic level can introduce a significant bias into estimates of the latter (see Tables 1 and 2). The collapse of polar ice sheets gives rise to distinct geographic patterns of sea-level change, and the physics of these sea-level “fingerprints” must be accounted for in order to accurately map GIA-corrected local highstands into estimates of the eustatic level. As an example, we have highlighted the case of the Seychelles. Our fingerprint analysis suggests that a recent estimate of peak eustatic sea level during MIS5e based on field data from this site (Dutton and Lambeck, 2012) should be lowered from 9 m to 7.5 m, bringing it into closer accord with a second estimate from the same study based on sea-level markers from Western Australia. While the uncertainty inherent to field-based estimates of paleo-sea level (e.g., reef-building corals, wave-cut notches, etc.) may be several meters or more, it is important that future estimates of eustatic sea level do not amplify this measurement error with the systematic bias discussed here.

One advantage of the application of fingerprinting to past interglacial periods of ice-sheet collapse, as opposed to similar analyses of modern sea-level records, is that the associated fingerprints are relatively insensitive to the geometry of the melt region (Fig. 3). Likewise, we have also shown that the fingerprints are insensitive to the time history of the ice-sheet collapse for the specific class of scenarios in which we varied the duration of the collapse from 0 to 3 ka (Figs. 2 and 5). Finally, our results indicate that fingerprint-based estimates of peak ESL during interglacials should include a state-of-the-art sea-level theory in which the feedback of perturbations in Earth rotation into sea level is accurately included.

The fingerprinting methodology provides a framework that allows one to move beyond accurately estimating ESL, which has been the focus of the present study, to constraining the source(s) of the meltwater. The latter has been central to fingerprinting analyses of modern records (e.g., Mitrovica et al., 2001), but the lack of...
Table 2
Normalized fingerprints of WAIS, EAS, and GIS collapse at specific sites, primarily from the Dutton and Lambeck (2012) database, for melt events of duration \( \Delta T = 0 \) and \( \Delta T = 3 \) ka and Earth models LM and VM2 (see text). Omitted sites: Grassy Key, Windley Key — Key Largo; Rendezvous Hill — Cape Hill, Barbados; Cayucos — Point Loma, CA; All Oahu sites — Makua Valley, Oahu; La Digue Is. — Curieuse Is., Seychelles; Mowbowa Creek, Vlaming Head, Tantabiddi Bay, Yardie Creek — Cape Range, WA.

<table>
<thead>
<tr>
<th>Site (primary source)</th>
<th>( \Delta T = 0 )</th>
<th>( \Delta T = 3 ) ka LM</th>
<th>( \Delta T = 3 ) ka VM2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panglao Is., Philippines (Omura et al., 2004)</td>
<td>1.19</td>
<td>1.23</td>
<td>1.17</td>
</tr>
<tr>
<td>Hateruma Is., Japan (Ota and Omura, 1992)</td>
<td>1.15</td>
<td>1.30</td>
<td>1.20</td>
</tr>
<tr>
<td>Grape Bay, Bermuda (Muhs et al., 2002b)</td>
<td>1.32</td>
<td>1.11</td>
<td>0.63</td>
</tr>
<tr>
<td>Crawley Key, Florida (Muhs et al., 2011)</td>
<td>1.28</td>
<td>1.09</td>
<td>0.76</td>
</tr>
<tr>
<td>Key Largo, Florida (Muhs et al., 2011)</td>
<td>1.29</td>
<td>1.12</td>
<td>0.82</td>
</tr>
<tr>
<td>Great Inagua Is., Bahamas (Chen et al., 1991)</td>
<td>1.29</td>
<td>1.13</td>
<td>0.85</td>
</tr>
<tr>
<td>San Salvador Is., Bahamas (Chen et al., 1991)</td>
<td>1.30</td>
<td>1.13</td>
<td>0.82</td>
</tr>
<tr>
<td>Abaco Is., Bahamas (Hearty et al., 2007)</td>
<td>1.30</td>
<td>1.12</td>
<td>0.79</td>
</tr>
<tr>
<td>Hati, (Bard et al., 1990)</td>
<td>1.28</td>
<td>1.13</td>
<td>0.87</td>
</tr>
<tr>
<td>Cave Hill, Barbados (Speed and Cheng, 2004)</td>
<td>1.25</td>
<td>1.15</td>
<td>0.93</td>
</tr>
<tr>
<td>Curacao (Hamelin et al., 1991)</td>
<td>1.22</td>
<td>1.13</td>
<td>0.93</td>
</tr>
<tr>
<td>Point Loma, San Diego (Muhs et al., 2002a)</td>
<td>1.30</td>
<td>1.14</td>
<td>0.91</td>
</tr>
<tr>
<td>San Clemente Is., CA USA (Muhs et al., 2002a)</td>
<td>1.31</td>
<td>1.16</td>
<td>0.93</td>
</tr>
<tr>
<td>Palos Verdes Hills, LA County (Muhs et al., 2006)</td>
<td>1.30</td>
<td>1.15</td>
<td>0.91</td>
</tr>
<tr>
<td>San Nicolas Islands, CA USA (Muhs et al., 2006)</td>
<td>1.32</td>
<td>1.17</td>
<td>0.94</td>
</tr>
<tr>
<td>Punta Banda, Baja CA (Muhs et al., 2002a)</td>
<td>1.30</td>
<td>1.15</td>
<td>0.92</td>
</tr>
<tr>
<td>Isla de Guadalupe, Baja CA (Muhs et al., 2002a)</td>
<td>1.33</td>
<td>1.19</td>
<td>0.98</td>
</tr>
<tr>
<td>Cabo Pulmo, Baja CA (Muhs et al., 2002a)</td>
<td>1.29</td>
<td>1.15</td>
<td>0.96</td>
</tr>
<tr>
<td>Xcarat Yucatan (Blanchon et al., 2009)</td>
<td>1.27</td>
<td>1.13</td>
<td>0.90</td>
</tr>
<tr>
<td>Makua Valley, Oahu (Hearty et al., 2007)</td>
<td>1.35</td>
<td>1.33</td>
<td>1.22</td>
</tr>
<tr>
<td>Eritrea Red Sea Coast (Walter et al., 2000)</td>
<td>1.04</td>
<td>1.08</td>
<td>0.95</td>
</tr>
<tr>
<td>Mururoa atoll, Tuamotu (Camoin et al., 2001)</td>
<td>1.08</td>
<td>1.23</td>
<td>1.19</td>
</tr>
<tr>
<td>Huon Peninsula (Estat et al., 1999)</td>
<td>1.22</td>
<td>1.13</td>
<td>1.11</td>
</tr>
<tr>
<td>Sumba Island (Bard et al., 1996)</td>
<td>1.23</td>
<td>1.07</td>
<td>1.09</td>
</tr>
<tr>
<td>Curieuse Island, Seychelles (Israelsen and Wohlfarth, 1999)</td>
<td>1.23</td>
<td>1.17</td>
<td>1.13</td>
</tr>
<tr>
<td>Vanuatu (Edwards et al., 1987)</td>
<td>1.21</td>
<td>1.08</td>
<td>1.11</td>
</tr>
<tr>
<td>Rottnestrand, WA (Stirling et al., 1995)</td>
<td>1.22</td>
<td>0.72</td>
<td>1.01</td>
</tr>
<tr>
<td>Leander Point, WA (Stirling et al., 1995)</td>
<td>1.21</td>
<td>0.77</td>
<td>1.01</td>
</tr>
<tr>
<td>Burney Point, WA (Muhs et al., 2002a)</td>
<td>1.22</td>
<td>0.78</td>
<td>1.02</td>
</tr>
<tr>
<td>Cape Cuvier, WA (Stirling et Estat, 1998; Hearty et al., 2007; O’Leary et al., 2008a,b)</td>
<td>1.24</td>
<td>0.87</td>
<td>1.03</td>
</tr>
<tr>
<td>Mangrove Bay, WA (Stirling et Estat, 1998)</td>
<td>1.19</td>
<td>0.98</td>
<td>1.02</td>
</tr>
<tr>
<td>Foul Bay, WA (McCulloch and Mortimer, 2008)</td>
<td>1.20</td>
<td>0.65</td>
<td>1.01</td>
</tr>
<tr>
<td>H-Abrolhos Is, WA (Zhu et al., 1993)</td>
<td>1.24</td>
<td>0.81</td>
<td>1.03</td>
</tr>
<tr>
<td>Shark Bay, WA (O’Leary et al., 2008a,b)</td>
<td>1.24</td>
<td>0.85</td>
<td>1.03</td>
</tr>
<tr>
<td>Cape Range, WA (Hearty et al., 2007)</td>
<td>1.24</td>
<td>0.91</td>
<td>1.04</td>
</tr>
</tbody>
</table>

sufficiently accurate field data has limited analogous applications to paleo sea levels. There are a few notable exceptions. The first is the suite of studies that have attempted to constrain the source of meltwater pulse 1A using globally distributed records of the sea-level rise across this event (Clark et al., 2002; Deschamps et al., 2012). The second is the collection of studies by Kopp et al. (2009, 2013) who used a model of the total sea-level response to ice-sheet variations (i.e., a model that included signals from both GIA and excess melting) within the Last Interglacial to correct probabilistically for the difference between local and global sea level. Fig. 2 and Tables 1 and 2 provide the information necessary to extend this application of fingerprinting to past interglacials. In this regard, the temporal resolution of sea-level fluctuations within interglacials such as MIS5e is the subject of continuing research. Blanchon et al. (2009) and O’Leary et al. (2013), for example, have argued for a late MIS5e collapse of polar ice on the basis of data from the Yucatan and Western Australia, respectively. In contrast, a statistical analysis of globally distributed records has detected a double peak in ESL across the MIS5e interval (Kopp et al., 2013). These recent advances suggest that a target for future work may be to fingerprint the ice sheets responsible for these interglacial peaks in sea level.

As a final point, the present analysis has focused on sea-level changes during past interglacials MIS5e and MIS11 for which there is strong field evidence of ice-sheet collapse. Our results are, however, also appropriate for millennial-scale projections of sea-level change in a progressively warming world characterized by major ice-sheet collapse.
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