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Abstract Mapping the mesoscale surface velocity stream
function by combining estimates of surface height from
satellite altimetry and surface currents from sequential
infrared (sea-surface temperature) imagery using optimal
interpolation is described. Surface currents are computed
from infrared images by the method of maximum cross-
correlations (MCC) and are combined with altimeter sea-
level anomaly data from the TOPEX/Poseidon and ERS
satellites. The analysis method was applied to 6 years of
data from the East Australian Current region. The co-
variance of velocity and sea-level data is consistent with
the statistical assumptions of homogeneous, isotropic
turbulence, with typical length scales of order 220 km and
time scales of 10 days in this region. Augmenting the
analysis of altimeter data with MCC velocity observa-
tions improves the resolution of the surface currents, es-
pecially near the Australian coast, and demonstrates that
the two data sources provide consistent and comple-
mentary observations of the surface mesoscale circula-
tion. The volume of MCC data is comparable to that
from a satellite altimeter, but with a more variable dis-
tribution of spatial and temporal resolution. In concert
with altimetry, satellite radiometer velocimetry represents
a technique useful for retrospective analysis of currents
from high-resolution satellite radiometer data-sets.
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1 Introduction

Satellite thermal imagery from the advanced very high-
resolution radiometer (AVHRR) instrument aboard the
NOAA polar orbiting satellites has proven effective for
visualizing the short space and time scales of ocean-
surface variability in coastal and boundary current re-
gions. However, utilizing these satellite observations to
quantify mesoscale surface currents in shelf seas and the
adjacent deep ocean has proven challenging.

In regions where sea-surface temperature gradients
are representative of upper ocean density gradients,
near-surface along-isotherm velocity has been inferred
for individual satellite images by application of the
thermal wind relation (Essen 1995; Strub et al. 1997).
More widely applicable approaches utilize pairs of
thermal images observed several hours apart, and
assume the changes from one image to the next are
predominantly due to advection (Emery et al. 1986).

Surface velocities can be inferred using inverse
methods based on the temperature conservation equa-
tion (Kelly 1989; Kelly and Strub 1992; Vigan et al.
2000). These methods seek a velocity solution consistent
with the evolution of the temperature field during the
interval between satellite passes, making allowance for
air—sea interaction and applying constraints to diver-
gence, vorticity, and/or smoothness of the flow.

An alternative approach is to locate the maximum
cross-correlation (MCC) in windowed portions of the
image pairs. This objectively defines the displacement
that has occurred between image times, and hence the
velocity. This so-called MCC method has been applied
to AVHRR imagery from the coast of British Columbia
(Emery et al. 1986), the US West Coast (Tokmakian
et al. 1990; Simpson and Gobat 1994), the Gulf Stream
(Emery et al. 1992), and the Brazil-Malvinas Confluence
(Domingues et al. 2000). A comparative study using the
same set of image pairs showed that the inverse and
MCC methods give similar agreement with in situ cur-
rent observations (Kelly and Strub 1992). The MCC
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method is also applicable to visible imagery such as
ocean color (Tokmakian et al. 1990).

Clouds obscure radiometer imagery of the ocean
surface, and the above studies each considered only
small sets of uncharacteristically clear image pairs to
demonstrate the methods. The utility of radiometer
observations for making long-term observations of
mesoscale currents had not been proven until the MCC
method was applied to several years of daily AVHRR
imagery for the East Australian Current region by
M. M. Bowen personal communication (2001), hereafter
referred to as Bowen et al. (2001).

The advent of satellite altimetry has introduced a
further method for observing the ocean mesoscale. An
altimeter measures sea-level height along the satellite
groundtrack, from which the component of velocity
normal to the groundtrack may be computed by geos-
trophy. Comparison with in situ current observa-
tions indicates that an altimeter such as TOPEX/
Poseidon (T/P) resolves horizontal scales of approxi-
mately 50 km in the along-track direction (Strub et al.
1997). Studies of mesoscale circulation typically map
these along-track data to two-dimensional gridded
height fields using optimal interpolation (Le Traon and
Hernandez 1992; Hernandez et al. 1995; Le Traon et al.
1998) and then compute geostrophic currents. Alterna-
tive space—time interpolation methods such as spline
function fitting (Mesias and Strub 1995; Brankart and
Brasseur 1996) give comparable results.

The 250 km or so that separate T/P groundtracks, and
the 10 days between repeat passes, mean that the dense
along-track resolution cannot be realized throughout a
gridded dataset. Incorporating data from another altim-
eter satellite in a complementary orbit, such as the
European Space Agency ERS satellites, significantly
improves resolution (Hernandez et al. 1995), yet calcu-
lations of how many satellites are required to form an
ocean-observing system capable of resolving the meso-
scale indicate that a minimum of two, and preferably four
or more, altimeters are required (Le Traon et al. 1999).

Shortcomings in the accuracy of geoid estimates at
short wavelengths, especially in boundary current re-
gions, means that altimeters do not reliably observe the
mean sea level in the EAC. Consequently, the long-term
mean is generally removed from altimeter observations
and analysis limited to consideration of the sea-level
anomaly. In contrast, Bowen et al. (2001) found that the
MCC method resolves persistent coastal currents quite
well. A further distinction in the datasets is that alti-
metry reveals geostrophic flow only, whereas MCC data
are interpreted as a total velocity that may include
ageostrophic processes that advect thermal patterns.

It is attractive, therefore, to be able to combine ve-
locity information from radiometers and altimeters in a
manner that will allow the respective sampling distri-
butions, and type of observation, of the two instruments
to complement each other.

Covariance scales and error characteristics of the
MCC velocity data and altimeter data in the East

Australian Current are described in Section 2, and the
optimal interpolation scheme in Section 3. The results
(Sect. 4) show examples of East Australian Current
surface velocity stream function illustrating that the al-
timeter and MCC data are consistent and that the
sampling patterns of the two are complementary. Sec-
tion 5 summarizes the results, concluding that merging
the two datasets reduces expected errors in the stream
function mapping and improves the resolution of
mesoscale circulation.

2 Data
2.1 Altimeter data

The altimeter data we use are derived from the T/P and
ERS-2 Geophysical Data Records by applying stan-
dard environmental corrections (wet and dry tropo-
sphere correction, ionosphere correction, sea-state bias,
solid earth tides and pole tides, the CSR ocean tide
correction, and the inverse barometer effect) (AVISO/
Altimetry 1996). After removing the long-term mean
(to remove any signal from an imprecisely known
geoid), the sea-level anomaly data were filtered along
track with a ten-point boxcar filter to reduce instru-
ment noise, and decimated by a factor of 10 to return
largely independent observations at 0.5° (T/P) or 0.6°
(ERS-2) latitude (approximately 60-km) intervals.

2.2 MCC velocity data

To date, studies that calculate velocities from radiometer
image sequences have tended to concentrate on devel-
opment and validation of the methods. Satellite radi-
ometer velocimetry had not been applied to a long image
time series until Bowen et al. (2001) analyzed data
archived from the high-resolution picture transmission
(HRPT) receiver at the CSIRO Marine Laboratories in
Hobart, Tasmania, Australia. Data archived from the
AVHRR instrument on the NOAA-9, 12, 14, and 15
satellites for the 6 years 1993—-1998 comprise over 20 000
images of the East Australian Current (EAC).

In any application of the MCC algorithm, certain
parameters must be set. These include the size of the
image subset window that is searched for an apparent
displacement, the range of time separations between
images that yields useful results, a cutoff value for the
cross-correlation coefficient that represents a valid dis-
placement vector, and consistency checks for neighbor-
ing vectors that will reduce the occurrence of spurious
data. Bowen et al. (2001) tested the sensitivity of the
MCC method with a large subset of the EAC data, plus
imagery from the California Current, identifying a set of
MCC parameters that give robust results. Computing
MCC vectors on a 15-km grid, using 30-km image
subsets and all available image pairs with a separation of



3 to 13 h, the EAC images yielded, on average, 8000
vectors in a 30-day period despite clouds rendering large
areas of many images unusable.

Valid MCC vectors are often registered at the same
location for several consecutive days during an extended
period of clear skies and, as a result, the volume of MCC
data is substantial. This is problematic for optimal in-
terpolation because of the consequent size of the matrix
computations required. We therefore reduce the MCC
data by taking 3-day, 30-km composites. The temporal
average is justified by noting that mesoscale currents are
strongly autocorrelated over a few days’ time scale, and
hence daily MCC vectors are not strictly independent.
The 30-km average is warranted because, by searching
30-km image subsets at 15-km intervals, adjacent vectors
are not independent. The compositing step also has the
advantage of reducing some of the data noise without
appreciably sacrificing time or spatial resolution.

The final data density was typically 380 vectors every
10 days in the EAC domain (Fig. 1), at a spatial reso-
lution of nominally 30 km. Ten-day periods with fewer
than 200 vectors occur less than 20% of the time. T/P
and ERS-2 combined return 300 along-track height
observations in 10 days. Arguably, the MCC method is
therefore capable of observing mesoscale currents at a
resolution comparable to two satellite altimeters.

The composited MCC velocity data, and the filtered,
decimated T/P and ERS-2 along-track sea-level anomaly
data, comprise the set of observations that we combine
by optimal interpolation to map the surface velocity
stream function.

3 Analysis methods
3.1 Optimal interpolation
Optimal interpolation (OI) (also referred to as objective

analysis) was introduced to oceanography by Bretherton
et al. (1976) and has been described further by, e.g.,
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Fig. 1 Histogram of the number of MCC vectors every 10 days
during 1993-1998. The median is 380. The combination of T/P and
ERS returns 300 observations every 10 days
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Mclntosh (1990) and Le Traon et al. (1999). OI makes
an estimate of a variable, say (x), from a weighted
linear combination of observations ¢°* made at irreg-
ular locations x; (in space and time). The weights are
chosen so that the estimate has the minimum expected
ensemble mean squared error. The data need not be of
uniform type, provided y and the data are linearly re-
lated (McIntosh 1990). The vector of optimal estimates
at a set of grid locations x is given by

lﬁeSl(x) _ CA—ld)obs (])
where matrix C is the covariance of the variable being
estimated with the data:

Cy = (W) = (¥ 9;)
and A is the covariance of the data with each other:
Ay = <¢?bs¢?b8> = (¢;9;) + (eie)) (2)

Here, ¢° = ¢, + ¢;, where ¢; is the true value and e; is
the measurement error. If the e; are uncorrelated, the
noise covariance matrix (e;e;) is simply €d;;.

The square of the expected error in the estimate at
location xy, is:

Ez(xk) = Si - CkAich (3)
where s? is the variance of i, and ¢ is the covariance of
' (x;) with the data; namely, the k™ row of C.

We choose to map surface velocity stream function
from the MCC and altimeter data in a manner similar
to previous analyses of drifter velocities (McWilliams
1976; Le Traon and Hernandez 1992), shipboard
acoustic Doppler current profiler (ADCP) data
(Walstad et al. 1991; Chereskin and Trunnell 1996),
and MCC data (Kelly and Strub 1992). The principal
argument for mapping to a stream function is that
mesoscale circulation is strongly geostrophic and hence
weakly divergent. Mapping to a nondivergent stream
function serves to largely filter out ageostrophic com-
ponents of flow in the direct observations of velocity.
This is particularly desirable in our application because
we combine MCC velocity with altimetry, from which
only the geostrophic component of velocity can be
inferred.

For homogeneous, isotropic turbulence, velocity co-
variances are related to stream-function covariance
Cyy(r) by (Bretherton etal. 1976; Le Traon and
Hernandez 1992)

2

X
Couw=—=(R—S)+S
rz( )+
y2
Co=5R-5)+S8
o (4)
C,w:r—z(R—S)
Cx//u:yR
C,/,UZ —xR s

where r = (x* +1%)"/? is the spatial separation, and
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_1dCyy &Gy (5)
rodr’ dr?

If the velocity is geostrophic, then  and sea-level
anomaly, h, are proportional with a factor f, the local
Coriolis parameter, divided by g, the gravitational ac-
celeration.  Covariances involving 4 are then
Cin=(1/9)*Cyp» Chu=(f/9)Cyu> and Ci,=(f/9)Cys.

To implement the multivariable OI, the covariance
matrices C and A in Eq. (1) are formulated thus:

R =

Cuu + eﬁl Cuu Cuh
A= Cu Cp + eil Cy
Cun Cu Cun + el

C = [CpuCyeCya]

where e? and e} are the noise variance of the MCC and
altimeter observations, respectively, and I is the identity
matrix. The data vector is a concatenation of the avail-
able observations:

mcc
u

¢obs — vmcc
halt

3.2 Data covariance scales and error variance

The velocity (Fig. 2) and sea-level anomaly (Fig. 3)
spatial covariance were estimated by computing data
covariance values at zero time lag, binned according to
spatial lag, and averaging over the 6 years of data. To

Fig. 2 a Covariance of MCC
velocity Cy,, Cy,y, and Cy,, at zero c
time lag, binned according to 200
spatial lag X and Y and averaged
over years 1993-1998. b The
covariance function of Eq. (6)
fitted to the data (1/a = 65 km).
Units are cm? s~

150

(b) Covariance fEnctiun fitted to data

these data we fit functions derived according to Eqs. (4)
and (5) from the spatial covariance structure

(6)

used by Le Traon and Hernandez (1992) to map, sepa-
rately, mesoscale altimeter and drifter data. The correct
x—y asymmetry in C,,, C,, and C,, evident in Fig. 2
indicates that the homogeneous, isotropic turbulence
model adequately represents the observed velocity vari-
ability.
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Fig. 3 Covariance of along-track sea-level anomaly Cj;, at zero time
lag. Data values binned according to spatial lag » for TOPEX/
Poseidon (0), ERS-1 ([0), and ERS-2 (A), and Eq. (6) fitted to the
data (1/a = 65 km) (solid line). Units are cm?

(a) MCC dEta covariance
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The isotropic turbulence model defines the signal
variances at zero lag (s2, s7) in terms of 52, and it follows
from Eq. (6) that the ratio s3/s2| _, = 3f2/(2a%g?). Fit-
ting Eq. (6) to the data therefore implies that the length
scales and signal variance of both velocity and sea-level
anomalies can be fit with a single choice of parameter a.
The values 1/a = 65 km and s> = 450 cm? s~2 fit the
velocity data well (Fig. 2). These values imply a sea-level
anomaly variance, at zero lag, of around 220 cm?, which
is lower than the 280 cm? we observe for T/P data. In-
creasing 1/a to better fit 52 would cause a drop off with r
that is too gradual and risks the OI placing undue weight
on data that is distant from the estimation location. The
chosen length scale is a compromise to fitting both data
types, with the possible result of somewhat underesti-
mating the signal variance of the altimeter data.

The scale 1/a = 65 km corresponds to a zero crossing
in the stream-function covariance at » = 220 km. This is
greater than typically used to map mesoscale observa-
tions from altimetry or drifters (e.g., 1/a =40-45 km, Le
Traon Hernandez 1992; Le Traon et al. 1999).

The spatial covariance function was augmented with
time dependence exp —t/T (T = 10 days). This fits the
observed MCC temporal covariance better than a
Gaussian function (Fig. 4), and is similar to the ob-
served covariance of mesoscale sea-surface temperature
in the EAC region (Walker and Wilkin 1998). The
temporal covariance was estimated only for MCC data
because there are few altimeter groundtrack cross-overs
at lags of less than 5 days, making it difficult to resolve
the mesoscale covariance time scale.

Examining the data covariance also provides a mea-
sure of the observational error. For uncorrelated errors,
the data covariance at zero lag is the signal variance plus
a delta peak due to the independent error variance

1000 —
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time lag (days)

Fig. 4 Temporal covariance of velocity data at zero spatial lag,
averaged over years 1993-1998. C,,, (W), C,, (¥), and time dependence
exp —t/T (T = 10 days) used in the OI covariance function (solid line).
A Gaussian function such as exp —(¢/20)? (dashed line), often used for
altimetry OI (e.g., Le Traon et al. 1999), is not consistent with these
data. The jump at zero time lag indicates that an average estimate of
the error appropriate for both velocity components is e, = 0.2 m s~
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(Eq. 2). Figure 4 suggests that errors in the MCC ve-
locity are approximately e, = 0.20 m s~!, which is the
upper limit of error values determined by Bowen et al.
(2001).

We assume an altimeter height error of ¢, = 0.03 m
following Strub et al. (1997), who considered errors in
cross-track velocity calculated from T/P data that were
processed in a manner similar to ours. We adopt this
value for both the T/P and ERS data, though sensitivity
tests show that this is not a critical choice.

4 Results

Sea-level anomaly data and anomaly velocities (6-year
MCC mean removed) for 1993-1998 were mapped to
anomaly stream function using the OI parameters se-
lected in Section 3. We present results here in terms of
stream function y scaled by f/g to give equivalent sea-
level anomaly. The 6-year MCC mean currents will be
restored when we discuss verification in comparison to
other velocity observations.

To illustrate the two datasets, Fig. 5 shows data in
the 10 days centered on 30 May, 1998. There are 360
MCC vectors, which is close to the median for a 10-day
interval. For comparison, the altimeter data are dis-
played as cross-track vectors of geostrophic velocity.
The component of MCC velocity normal to altimeter
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Fig. 5 Data for the 10-day interval centered on 30 May, 1998: MCC
velocity (light vectors) and cross-track velocity from alitmetry (dark
vectors) along altimeter groundtrucks (light lines)
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tracks is in good agreement with neighboring estimates
from sea level. This qualitative consistency is a general
feature of the whole dataset. Both datasets capture the
separated EAC jet flowing south and east from 34°S,
154°E to 35°S, 156°E. An anticyclone centered near
35°S, 152°E is resolved well by the MCC and also clip-
ped by a T/P groundtrack.

When the MCC and altimeter data of Fig. 5 are op-
timally interpolated separately (Fig. 6a, b), different
oceanographic features are resolved. On its own, alti-
metry captures the anticylonic flow centered at 34°S,
156°E that comprises the EAC separation and partial
recirculation, and also significant eastward flow at 31°S.
In the MCC map these flows are less intense, but the
detached anticyclone at 35°S, 152°E is featured clearly.
MCC streamlines show less tendency than altimetry to
indicate flow normal to the coast. The joint mapping
incorporates features resolved by both datasets (Fig. 6c).
Along the coast, and where data fall between altimeter
groundtracks (e.g., the anticyclone at 35°S, 152°E), the

Fig. 6a— Equivalent sea-level
anomaly, Y/ /g (meters), for 30 P S
May, 1998, by optimal interpo-
lation of a altimeter data only, b 28
MCC data only, and c all data

combined. Contour interval is 29- g b4s
0.1 m and the scale in a applies

to all panels. Circles in a show 30
sea-level data with shading as for
the underlying map and size
indicating time lag to map date
(large <5 days, small 5-10 days).
Vectors in b are the MCC data
(+£5 days), and in ¢ the velocity
calculated from v

latitude (°S)
S

[
[

Fig. 7a—-d Normalized expected
error (E/sy) from Eq. (3) for 30
May, 1998; a—¢ correspond to
Fig. 6. d is the difference between
a and c indicating where MCC
data produce an improvement
over altimetry alone. Contour
interval is 0.1 and the scale in a az-
applies to all panels

L)
= Altimeter anly

150 152 154 156

{a)=(c)

incorporation of MCC data introduces noticeable
changes in the mapping.

Expected errors in  (Fig. 7) quantify the influence of
data distribution on the analyses of 30 May, 1998. A
cycle of T/P data is completed within the 10-day scale of
stream-function covariance, and the T/P groundtrack
pattern is clearly evident in Fig. 7a. ERS altimetry re-
duces the error along groundtracks transitted close to
the analysis date. South of the region depicted in Figs. 5
and 6 there were few MCC data on this date, and ex-
pected errors there are correspondingly high. Figure 7d
shows the extent to which the expected error in the al-
timeter-data-only mapping is reduced by the inclusion of
MCC data. Where the error was already low due to
recent T/P data, such as along the groundtrack that
crosses the figure diagonally parallel to the coast, MCC
offers modest improvement. However, further east and
also along the coast, there is significant error reduction.

The long-term mean of expected errors (Fig. 8)
quantifies how MCC data enhance the resolution of
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altimeter-only mesoscale maps. Throughout the EAC
region, and especially within 200 km of the coast, there
is a significant reduction in the expected errors of the Ol
due to incorporating MCC data.

4.1 Comparison to in situ data

A limited set of 17 drifters, deployed as part of the
World Ocean Circulation Experiment Surface Velocity
Program, traversed the EAC region between July 1995
and April 1997. The correlation between velocity ob-
servations from these drifters (Hansen and Poulain
1996) and the satellite analyses is given in Table 1. The
correlation with velocities mapped from T/P alone is
good, and moderately increases with the inclusion of
ERS data. The subsequent addition of MCC data does
not significantly improve the two-altimeter result.
However, if the comparison is restricted to observa-
tions for which the corresponding satellite analysis has
a low expected error (E/sy < 0.5), then the influence of
including additional data is more pronounced. The
reason for this is apparent when the correlation cal-
culation is made only for points where the addition of
MCC data brings about a clear reduction in expected
error (e.g., > 0.4 in Fig. 7d). In this case, the correla-
tion coefficient increases markedly with the addition of
MCC data. When altimeter data are absent, but MCC

Fig. 8a—d Normalized expected
error, as in Fig. 7, averaged over
1995-1998. Contour interval is 0.1 28
and the scale in a applies to all
panels

a0-
32 -
34-
36
38 W
40 3

42 AW

150 152 154 156

(a)-(c) E!aw 1995-1998 mean
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data are present, incorporating MCC data improves
the correlation of drifter observations with the satellite
analysis.

The drifter data comprise 305 days of 6-hourly kriged
velocity observations (1220 data points), while restrict-
ing the comparison to results with reduced expected
error halves this number. Given the 10-day time scale of
variability, these data therefore have about 30 and 15
degrees of freedom, respectively, for which the tabulated
correlations are all significant at the 95% confidence
level. While the trends we observe in the correlation
coefficients indicate a constructive role for the inclusion
of MCC data, the available in situ drifter observations
are few. The correspondingly low degrees of freedom
lead to large error bounds on |7| (Emery and Thompson
1998, Sect. 3.14.1) and the tabulated correlation coeffi-
cients are not significantly different from each other at
the 95% level.

4.2 Residuals

The residuals of optimally interpolated fields should be
consistent with the assumed error variance of the data.
Examining the root mean squared difference of mapped
velocities and MCC data, we find RMS residuals in the u
and v components of 0.21 and 0.24 m s~!, respectively,
which are close to the assumed e, of 0.2 m s~!. The

(d} Reduction in Efsw

g

{b} N

: aui‘
[ 4 42 nn v v -
150 152 154 156 150 152 154 158

150 152 154 158
longitude (°E)

Table 1 Correlation between

surface drifter velocity and op- ~ Data used in Ol

Magnitude of complex correlation coefficient” |r|

timally interpolated satellite

data All observations E/sy < 0.5° Error reduction > 0.4°
T/P only 0.711 0.743 0.577
T/P+ERS 0.770 0.787 0.579
T/P+ERS+MCC 0.773 0.804 0.636

#r is computed for complex velocity u = u + iv; r = cov(uy,u)/[var(u; )var(u,)]

1/2

® Calculated for points where case T/P+ERS+MCC has normalized expected error less than 0.5
¢ Calculated for points where including MCC data reduces expected error by more than 0.4
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RMS residuals in sea-level anomaly are larger, averaging
6.5 cm, or double the assumed error of 3 cm.

The residual currents do not show coherent patterns
that would indicate that the MCC data resolve
significant ageostrophic flows missed by altimetry. There
has not, therefore, been a significant loss of information
by formulating the mapping procedure in terms of a
velocity stream function.

We do not consider high altimeter residuals as evi-
dence of MCC and altimeter giving contradictory ob-
servations. Indeed, an OI of altimeter data alone shows
only slightly lower RMS residuals of 5.7 cm. This is more
likely a consequence of the compromise made in fitting
the covariance function to both datasets (Sect. 3.2).

The somewhat long (compared to other studies) co-
variance scale of 1/a = 65 km may overly smooth the
altimeter data, relegating to the residuals short-wave-
length coherent signals observed by altimetry. To be
consistent with a shorter covariance scale, the MCC data
would need to show greater energy at short lags. Un-
derestimation at short wavelengths could simply be a
result of the 3-day, 30-km compositing step applied to
reduce the MCC data volume. Reconciling the covari-
ances of the two datasets might be easier if the MCC
compositing criterion were relaxed to retain more energy
at short scales.

5 Discussion and summary

The combination of MCC and altimetry has been at-
tempted previously only by Kelly and Strub (1992).
Their results were discouraging, showing that the addi-
tion of Geosat altimeter data to MCC vectors signifi-
cantly degraded the MCC-only solution in a comparison
with in situ velocity observations. However, their anal-
ysis was limited to data from only 3 days, and the ac-
curacy of Geosat does not match that of T/P and ERS.
The 6 years of East Australia Current MCC data
(Bowen et al. 2001) used here offer a long time series
suitable for assessing the utility of satellite radiometer
velocimetry for monitoring surface current variability in
a boundary current region.

The availability of vector observations rather than
solely sea level, and the intermittently dense space
(15 km) and time (1 day) sampling of the MCC data,
made it possible to compute the covariance of mesoscale
velocity over a wide range of spatial and temporal lags.
We verified that a homogeneous, isotropic turbulence
model adequately represents variability in this region.

Fitting the data covariance to the function proposed
by Le Traon Hernandez (1992) showed that length scales
in the EAC are greater than typically assumed for mid-
latitude open-ocean regions. This is qualitatively con-
sistent with the rather large anticyclones known to be
shed regularly in the region (Nilsson and Cresswell
1981). Gaussian time covariance dependence is not a
good model for variability in this region. This has not

previously been apparent from studies of altimeter data
because of limited availability of very short time lag
observation pairs at groundtrack cross-over points. An
exponential form was adopted that is also similar to
temporal covariance in sea-surface temperature.

MCC and altimetry were found to give consistent
estimates of the flow, indicating that the surface velocity
from MCC is tracking the predominantly geostrophic
currents. Optimally interpolating MCC and altimetry to
surface velocity stream function can therefore take ad-
vantage of the different sampling distributions of the
two datasets to produce a better-resolved mapping of
surface currents.

Optimal interpolation provides objective estimates of
expected errors in the results based on the assumed
statistics of the data. In the EAC region, the addition of
MCC data significantly reduces the expected error in
mesoscale current maps compared to the analyses from
two altimeters. A comparison of results with the limited
set of in situ velocity observations in the region confirms
that the greatest improvement in the correlation between
drifter data and the satellite analysis occurs where the
reduction in Ol-expected error is greatest.

An unresolved issue raised by examining residuals of
the OI is whether the preprocessing steps undertaken
prior to mapping might have removed MCC energy at
short-length scales. This could account for the difficulty
in reconciling the signal variance of MCC and altimeter
data at zero lag with a single covariance length scale.
While expected error estimates from OI are sensitive to
overestimation of the covariance scales (Mclntosh
1990), we found relatively little sensitivity of the stream
function results themselves to length scale and have not
revisited the MCC compositing step. If more in situ data
were available to validate the mapped velocities and
their associated error estimates, we could better deter-
mine appropriate preprocessing steps to reduce the
MCC data volume while retaining resolved mesoscale
variability.

As an aside, we note that in a region with dense in
situ observations from drifters, current meters, and
shipboard ADCP (e.g., the California Current,
Chereskin and Trunnell 1996; Miller et al. 1999), the
present Ol approach could be used to merge all available
data, including satellite MCC and/or altimetry, to pro-
duce a highly resolved surface velocity stream-function
analysis.

To use MCC data in studies of oceanic processes
requires a long archive of well-navigated HRPT radi-
ometer data. Many such datasets exist from ground
stations worldwide, in some instances predating the
launch of TOPEX/Poseidon. While cloudiness that
plagues the application of sea-surface thermal imagery
to oceanic studies remains a difficulty for compiling
MCC observations, we have shown that the volume of
MCC data can still rival that of a satellite altimeter.

MCC intermittently achieves higher resolution than
altimetry, and the tendency for there to be more obser-
vations near the coast, where thermal gradients are



pronounced, complements altimeter sampling by offer-
ing vector observations important for capturing the
kinematics of flow in a boundary current; notably,
improving the alignment of mapped streamlines with the
coast.

The MCC analysis of satellite radiometry is a viable
dataset for observing mesoscale surface currents. The
data complement altimetry and represent a technique
useful for retrospective analysis of historical HRPT
datasets.
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